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บทคัดยอ 

บทความนี้มีวัตถุประสงค เพื่อศึกษาปจจัยในการตัดสินใจเลือกผลิตภัณฑธนาคาร จากการนำเสนอผลิตภัณฑ

ผานโทรศัพท และเพื่อพัฒนาแบบจำลองพฤติกรรมลูกคาตอผลิตภัณฑธนาคารดวยการเรียนรูของเครื่อง กรณีศึกษา 

ธนาคารแหงหนึ่งในประเทศโปรตุเกส ในการศึกษาครั้งนี้ ใชกระบวนการวิเคราะหขอมูลมาตรฐาน เรียกวา Cross-

Industry Standard Process (CRISP) ประกอบดวย 6 ขั้นตอน ไดแก เขาใจปญหาของธุรกิจ เขาใจขอมูล เตรียมขอมูล 

พัฒนาแบบจำลอง การประเมิน การนำไปใชจริง ศึกษาจากขอมูลลูกคา 41,188 คนและปจจัย 20 รายการ เตรียมและ

คัดเลือกขอมูลใหสมบูรณดวยกระบวนการ extract-transform-load พัฒนาแบบจำลองดวยการเรียนรูของเครื่อง ใช

โปรแกรม Knime เปนเครื่องมือ เลือก 3 อัลกอริทึม ไดแก Decision tree, Random forest และ Tree ensemble 

ทดสอบประสิทธิภาพอัลกอริทึม ดวย accuracy, sensitivity และ specificity เพื่อหาอัลกอริทึมที่ดีที่สุด ผลการศึกษา 

พบวา ปจจัยที่มีผลตอการตัดสินใจเลอืกผลติภัณฑธนาคาร 3 อันดับแรก ไดแก ระยะเวลาที่ใชในการคุยโทรศัพทกับลูกคา 

จำนวนวันที่ผานไปหลังจากที่ลูกคาไดรับการติดตอครั้งสุดทายจากแคมเปญกอนหนา และผลของแคมเปญการตลาดครั้ง

กอน สำหรับแบบจำลองพฤติกรรมลูกคาตอตัดสินใจเลือกเงินฝากประจำดวยการเรียนรูของเครื่อง พบวา อัลกอริทึม 

Tree ensemble ใหความถูกตองในการพยากรณสูงสุด คิดเปนรอยละ 90.94 เมื่อเทียบกับอัลกอริทึม Decision tree 

และ Random forest ใหความถูกตองรอยละ 87.54 และ 90.29 ตามลำดับ และ แสดงผลขอมูลดวยภาพ โดยใช Power 

BI โดยสรุป ผลจากการศึกษาครั้งนี้เปนประโยชนในการวางแผนการตลาด เพื่อเพิ่มจำนวนลูกคาไดเปนอยางดี การศึกษา

ครั้งตอไป การประยุกตกับขอมูลลูกคาธนาคารในประเทศไทย 

 

คำสำคัญ : การเรียนรูของเครื่อง ผลิตภัณฑธนาคาร ตนไมการตดัสนิใจ ปาสุมแบบกลุม กลุมตนไมการตัดสินใจ 
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ABSTRACT 

This article aims to study the parameters for customer to make decision in bank product via 

telemarketing and to apply machine learning for customer behavior model of banking product. The 

technique in this study is the Cross-Industry Standard Process. There are 6 processes that are business 

understanding, data understanding, data preparation, model development, evaluation, and 

deployment. The data consisted of 41,188 customers and 20 parameters. To do the data preparation, 

feature selection i.e., data transfer, data reduction, data cleaning using Knime a tool. There are 3 

algorithms for customer behavior model of banking product that are Decision tree, Random Forest and 

Tree ensemble. Algorithm performance testing by using accuracy, sensitivity, and specificity for the best 

algorithm. The results can demonstrate that the top three parameters impacting decision making are 

the length of time spent talking on the phone with customers, the number of days elapsed since the 

customer was last contacted from a previous campaign, and the results of previous marketing 

campaigns. The most accuracy algorithm for customer behavior prediction in bank product is Tree 

ensemble with accuracy 90.94% comparing with Decision tree and Random Forest tree with accuracy 

87.54% and 90.29%, respectively. To do the data visualization using Power BI that is very beneficial for 

planning and leads to higher sales. On-going research, to apply this methodology with bank product 

marketing in Thailand. 

 

Keywords: Machine learning, bank-marketing, decision tree, random Forest, tree ensemble. 

 

1. บทนำ 

ผลิตภัณฑของธนาคาร ไดแก เงินฝาก การลงทุน 

ประกัน สินเชื่อและบัตรเครดิต สำหรับการตลาดทาง

โทรศัพทเหมาะสำหรับสินคาที่เปนที่รูจัก เชน บัตรเครดิต 

ประกันชีวิต สินเชื่อ เปนตน เพื่อนำเสนอผลิตภัณฑของ

ธนาคารไดอยางเหมาะสมตรงกับความตองการของลูกคา 

การค ัดกรองล ูกคาเป นกระบวนการท ี ่ ธนาคารได

ดำเนินการในการไดมาผู ซึ ่งจะมาเปนลูกคา มักจะใช

วิธีการโทรศัพทสุมไปยังกลุมลูกคาเปาหมาย เชน บัตร

เครดิตธนาคาร ก็ตองหาคนที่มีรายไดเกิน 15,000 บาท

ขึ้นไป ซึ่งในการเลือกกลุมเปาหมายที่จะโทรศัพท เพื่อไป

นำเสนอผลิตภัณฑ สามารถสรางรายไดเพิ่มตามที่ใหแก

ธนาคาร [1] 

ปจจัยที ่มีผลตอพฤติกรรมการตัดสินใจเลือกใช

บริการธนาคารพาณิชย ไดแก เพศ อายุ อาชีพ ชื่อเสียง 

ความนาเชื ่อถือ ความซื ่อสัตย  สภาพแวดลอม  เขา

บริการสาขาใกลบาน หรือที่ทำงานเปนสวนใหญ ชอง

ทางการจัดจำหนาย กระบวนการใหบริการ และพนักงาน

ของธนาคาร ความสุภาพออนโยน ทั ้งนี ้ธนาคารตางก็

มุงหวังที่จะไดรับบริการที่ดีกับลูกคา อยางไรก็ตามการ

บริการตองสอดคลองกับความตองการของลูกคา ทำให

ลูกคาเกิดความพึงพอใจสูงสุด [2,3] 

ในยุคของขอมูลขาวสารผานสื ่อออนไลน การ

วิเคราะหพฤติกรรมและความตองการของลูกคา สามารถ

ชวยเจาะลงไปใหลึกถึงระดับรสนิยม เพื่อสรางสามารถ

เขาถึงความตองการของลูกคา การใชขอมูลจากลูกคา ทำ

ใหเกิดประโยชนในการบริการ สรางความประทับใจ ไม

เพียงใหลูกคาใชบริการซ้ำ แตตองบอกตอ รวมถึง สื่อสาร

ใหตรง กับกลุมเปาหมาย ปจจุบันเปนยุคของลูกคาเฉพาะ

คน (Customize) ตอบโจทยเฉพาะบุคคลมากขึ้น [4,5] 

Cross-Industry Standard Process for Data 

Mining (CRISP-DM) เปนกระบวนการวิเคราะหขอมูล
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มาตรฐานสำหรับเหมืองขอมูล ประกอบดวย 6 ขั้นตอน 

ไดแก เขาใจปญหาของธุรกิจ เขาใจขอมูล เตรียมขอมูล 

พัฒนาแบบจำลอง การประเมิน การนำไปใชจริง [6,7] 

อัลกอริทึมตนไมการตัดสินใจ (Decision Tree) 

เป  นเทคน ิคการเร ียนร ู  เช ิ งต ั วแบบ (Supervised 

Learning) ใชในการวิเคราะหขอม ูลและสรางโมเดล

ทำนายผลลัพธ ใชจัดการขอมูลเปนกลุม เชน การจัดกลุม

ลูกคาโดยคุณสมบัติตางๆ หรือการแยกประเภทสิ่งของ

ตางๆ โดยมีขอมูลคุณสมบัติของสิ่งของนั้นๆ เปนตัวแปร 

input ในโมเดลตนไมการตัดสินใจ [8] 

อัลกอริทึม random forest เปนเทคนิคการเรยีนรู

ใชหลายๆ ตนไมการตัดสินใจในการทำนายผลลัพธ ใช

เทคนิคที่เรียกวา "การสุมและการแบงขอมูล" (random 

sampling and feature splitting) เพ่ิมความแมนยำของ

โมเดล โดยแตละตนไมใน Random Forest จะมีความ

หลากหลายในการสรางโมเดล และสรางเสถียรภาพใหกับ

การทำนายผลลัพธ เม ื ่อผลลัพธ จากแตละตนไม ถูก

รวบรวมกัน จะทำให Random Forest มีความแมนยำ

มากกวา Decision Tree เดียว [9] 

อัลกอริทึม Tree Ensemble เปนเทคนิคการเรียนรู

เชิงตัวแบบ (Ensemble Learning) ที่ใชหลายๆ โมเดล

ต นไมการต ัดสินใจ หร ือโมเดลประสาทเทียม  เพื่อ

ประมวลผลขอมูล โดยการใชหลายๆ โมเดลเพื่อทำนาย

ผลลัพธจะชวยลดความผิดพลาดในการทำนาย และเพิ่ม

ความแมนยำใหกับโมเดลที ่สรางขึ ้น การรวมหลายๆ 

โมเดลเขาดวยกันยังชวยลดโอกาสการเกิด overfitting ที่

อาจเกิดขึ้นในโมเดลเดี่ยวๆ [10] 

สำหรับการศึกษาในคร้ังนี้ มีวัตถุประสงค เพ่ือศกึษา

ปจจัยในการตัดสินใจเลือกผลิตภัณฑธนาคาร และเพ่ือ

พัฒนาแบบจำลองพฤติกรรมลูกคาตอผลิตภัณฑธนาคาร

ดวยการเรียนรูของเครื่อง 

 

2. วธิีการศึกษา 

กระบวนการวิเคราะหขอมูลมาตรฐาน CRISP [8] 

เพื ่อว ิเคราะหปจจ ัยในการตัดสินใจเลือกผลิตภัณฑ

ธนาคาร และพฤติกรรมลูกคาตอผลิตภัณฑธนาคารดวย

การเรียนรูของเครื่อง มี 6 ข้ันตอน ไดแก 

2.1 การทำความเขาใจปญหาของธุรกิจ  

การทำความเขาใจถึงปจจัยในการตัดสินใจเลือก

ผลิตภัณฑธนาคาร และพฤติกรรมลูกคาตอผลิตภัณฑ

ธนาคาร เพื ่อนำมาวิเคราะหขอมูลดวยการเรียนรู ของ

เครื่อง และสามารถระบุโอกาสในการจัดรายการสงเสริม

การขายใหอยูในรูปแบบที่เหมาะสม  

2.2 การทำความเขาใจขอมูล  

ศึกษารายละเอ ียดขอมูล จาก http://archive. 

ics.uci.edu/ml/datasets/Bank+Marketing ประกอบ 

ดวยขอมูลลูกคา 41,188 คนและปจจัย 20 รายการ ทำ

การตรวจสอบความถูกตองของขอมูล และรายละเอียด

เพียงพอตอการนำไปใชในการวิเคราะหดวยการเร ียนรู

ของเคร่ือง 

2.3 การเตรียมขอมูล  

หลังจากรวบรวมขอมูล ในขั้นตอนนี้จะตองมีการ

จ ัดเตร ียมขอมูลและค ัดเล ือกขอมูลให เป นไปตาม

มาตรฐานเดียวกัน และคัดเลือกขอมูลที่มีความถูกตอง 

สมบ ู รณ มากท ี ่ส ุด เพ ื ่ อ ให  ได  ผลการทดสอบท ี ่มี

ประสิทธิภาพสูงสุด ขั้นตอนที่ใชเวลานานท่ีสุด ถาขอมูลที่

ใชนั้นไมถูกตอง มีผิดพลาด ทำใหผลลัพธคลาดเคลื่อนได 

การเตรียมขอมูลแบงเปน 3 ขั้นตอนยอยดังน้ี  

1) การคัดเลือกขอมูล (Data Selection) กำหนด

เปาหมายที่ทำการวิเคราะหพฤติกรรมลูกคาตอผลิตภัณฑ

ธนาคาร เลือกใชเฉพาะขอมูลที ่เกี ่ยวของกับสิ ่งที ่จะ

วิเคราะห การกำหนดคุณลักษณะ และคาที่เปนไปไดของ

คุณลักษณะ ศึกษาโครงสรางของฐานขอมูล และการ

จัดเตรียมขอมูล คุณลักษณะที่คาดวาจะนำมาใชงาน เพื่อ

ใชในการหาความรู และไดมีการกำหนดคาที่เปนไปไดของ

คุณลักษณะ 

2) การกล ั ่ นกรองข อม ู ล  (Data Cleaning) ใน

การศึกษาครั้งนี้ พบขอมูลที่ไมถูกตอง เนื่องมาจากปญหา

ในระหวางการจัดเก็บขอมูล เชน กรอกขอมูลไมครบ 

กรอกขอมูลซ้ำซอน การกลั่นกรองขอมูล การทำความ

สะอาดขอมูลกอน ลดขนาดขอมูล  
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3) การแปลงรูปข อม ูล (Data Transformation) 

ขั้นตอนการเตรียมขอมูลใหอยูในรูปแบบที่พรอมนำไปใช

ในการวิเคราะหตามอัลกอริทมึของเหมืองขอมูลที่เลือกใช 

2.4 การพัฒนาแบบจำลอง  

แบบจำลองใชในการทำนาย ในการศึกษาครั ้งนี้ 

เล ือกใช  Decision tree, Random forest และ Tree 

ensemble ท้ังน้ีเพื่อใหไดผลลัพธที่ดีที่สุด เมื่อทำขั้นตอน

น ี ้ แ ล  ว  อาจม ี ก า รย  อนกล ั บ ไปท ี ่ ข ั ้ น ตอน data 

preparation เพื่อแปลงขอมูลบางสวนใหเหมาะสมกับแต

ละเทคนิคดวย นอกจากนี้ยังมีการประเมินแบบจำลอง 

ว ิ เคราะห ข อม ูลท ี ่ ได  ในร ูปแบบความถูกต องของ

แบบจำลอง เพ ื ่อเป นต ัวบ งช ี ้ความน าเช ื ่อถ ือของ

แบบจำลองท่ีได 

2.5 การประเมินประสิทธิภาพอัลกอริทึม  

ขั้นตอนนี้เปนการประเมินประสิทธิภาพของผลลัพธ

จากแบบจำลอง โดยนำผลลัพธที่ไดมาวิเคราะหความ

ถูกตองจากขอมูลที่นำมาทดสอบ ตองอาศัยทักษะในการ

วิเคราะหขอมูลเพื่อชวยใหการวิเคราะหทำไดสะดวกและ

รวดเร็วข้ึน  

2.6 การถายทอดเพ่ือนำไปปฏิบัติ 

เปนแนวทางไปใชกับการวิเคราะหพฤติกรรมลูกคา

ตอผลิตภัณฑธนาคาร และจัดรายการสงเสริมการขาย จึง

มีการใชเครื่องมือทำงานดานกราฟก เชน การแสดงผล

การวิเคราะหดวยกราฟ รายงานรูปแบบตางๆ เปนตน 

 

3. ผลการศึกษา 

3.1 ผลการทำความเขาใจปญหาของธุรกิจ  

ขอม ูลนี ้เก ี ่ยวข องก ับแคมเปญการตลาดผ าน

โทรศัพทของธนาคารแหงหนึ ่งในประเทศโปรต ุเกส 

แคมเปญการตลาดขึ ้นอย ู ก ับการโทรศัพทบอยครั้ง 

จำเปนตองมีการติดตอกับลูกคารายเดียวกันมากกวาหนึ่ง

ครั้ง เพื่อเขาถึงผลิตภัณฑเงนิฝากประจำของธนาคาร   

3.2 ผลการทำความเขาใจขอมูล  

ใช ข  อม ู ล open data จาก http://archive.ics. 

uci.edu/ml/datasets/Bank+Marketing ม ี ก า ร จั ด

หมวด หมูลูกคาสมัครเงนิฝากประจำ มี 4 ชุดขอมูล ไดแก 

1) ไฟล  bank-additional-full.csv ประกอบดวย

ตัวอยางทั้งหมด 41,188 รายการ และมีปจจัยจำนวน 20 

รายการ เปนขอมูลตั ้งแตเด ือนพฤษภาคม 2551 ถึง

พฤศจิกายน 2553  

2) ไฟล bank-additional.csv ประกอบดวยขอมูลที่

สุมเลือกจากไฟลในขอ 1) จำนวนรอยละ 10 ของตัวอยาง

ทั้งหมดในขอ 1) มีจำนวน 4,119 รายการ และมีปจจัย

จำนวน 20 รายการ 

3) ไฟล bank-full.csv ประกอบดวยตัวอยางทั้งหมด

และมีปจจัยจำนวน 17 รายการ จัดเรียงตามวันที ่ )ชุด

ขอมูลนี้เปนขอมูลชุดเกาและมีปจจัยนอยกวา(  

4) ไฟล bank.csv ประกอบดวยขอมูลที่สุมเลือกจาก

ไฟลในขอ 3) จำนวนรอยละ 10 ของตัวอยางทั้งหมดใน

ขอ 3) มี และมปีจจัยจำนวน 17 รายการ )ชุดขอมูลนี้ เปน

ขอมูลชุดเกาและมีปจจัยนอยกวา( 

ทั้งน้ีในการศึกษาครั้งน้ี เลือกใชขอมูลชุดท่ี 1 เทานั้น 

3.3 ผลการเตรียมขอมูล  

จากการสกัดขอมูลจากลูกคากับการตัดสินใจเลือก

ผลิตภัณฑธนาคาร เพื่อเขาสูกระบวนการเตรียมขอมูลให

อยู ในรูปแบบที ่พรอมจะวิเคราะหตอไป ศึกษาปจจัย

ทั้งหมด 20 รายการ แสดงในตารางที่ 1 

การเตรียมขอมูลดวยการลบขอมูลซ้ำซอน แกไข 

ขอมูลผิดพลาด เชน ขอมูลที่ผิดรปูแบบ ขอมูลที่หายไป 

ข  อม ูล  Outlier ท ี ่ แปลกแยกจากคนอ ื ่ นผ ิ ด ปกติ

คอนขางมาก เปนตน แสดงในตารางที่ 2 

3.4 ผลการพัฒนาแบบจำลอง  

นำขอมูลจาก 3.3 มาทำการพัฒนาแบบจำลอง 

วิเคราะหหาความสัมพันธ และอัลกอริท ึมพยากรณ 

พฤติกรรมลูกคาตอผลิตภัณฑธนาคาร ไดแก Decision 

tree, Random forest และ Tree ensemble โดยใช  

Knime เปนเครื่องมือ แสดงในรูปที่ 1-3 และเปรียบเทียบ

ความถูกตองของอัลกอริทึมทั้ง 3 แสดงในตารางท่ี 3 

3.5 ผลการประเมินประสิทธิภาพอัลกอริทึม  

จากตารางที่ 3 อัลกอริทึม Tree ensemble ใหคา

ความถูกตองในการพยากรณส ูงส ุด จึงนำมาทดสอบ

ประสิทธิภาพอัลกอริทึม ดวยการแบง partition ขอมูล 
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90% สำหร ับ model creation และ 10% สำห รับ 

model check เพื ่อทำการทดสอบโมเดล เพิ ่มจากทำ 

partitioning 70:30 แสดงในรูปที่ 4 และสรุปผลในตาราง

ที่ 4 

 

ตารางที่ 1 ปจจัยของลูกคากับการตัดสินใจเลือกผลิตภัณฑธนาคาร  

1. age 2. duration 

3. job 4. campaign 

5. marital 6. pdays 

7. education 8. previous 

9. default 10. poutcome 

11. balance 12. employment variation rate 

13. housing 14. consumer price index 

15. loan 16. consumer confidence index 

17. contact 18. euribor3m 

19. day_of_week 20. number of employees 

 

ตารางที่ 2 ผลการกล่ันกรองขอมูล (Data Cleaning)  

 
 

 
 

รูปที่ 1 ผลการใชอัลกอริทมึ Decision tree กับ

พฤติกรรมลูกคาตอผลติภณัฑธนาคาร 

 
 

รูปท่ี 2 ผลการใชอัลกอริทมึ Random forest กับ

พฤติกรรมลูกคาตอผลติภณัฑธนาคาร 
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รูปที่ 3 ผลการใชอลักอริทมึ Tree ensemble กับ

พฤติกรรมลูกคาตอผลติภณัฑธนาคาร 
 

ตารางที่ 3 เปรียบเทียบความถูกตองของอัลกอริทึมทั้ง 3 

 
 

 
 

รูปท่ี 4 ผลการประเมินประสิทธิภาพอัลกอริทึม Tree 

ensemble กับพฤติกรรมลูกคาตอผลิตภัณฑธนาคาร 

 

ตารางที่ 4 ผลการประเมินประสิทธิภาพอัลกอริทึม 

 
 

จากรูปที ่ 4 และตารางที ่ 4 แสดงใหเห็นผลการ

ประ เม ิ นทดสอบประส ิทธ ิภ าพอ ัลกอร ิท ึม  Tree 

ensemble ที่ใหคาความถูกตองที่รอยละ 91.23 

สำหรับปจจัยที่มีผลตอการตัดสินใจเลือกผลิตภัณฑ

ธนาคาร เมื่อทำการจัดเรียงปจจัย (sorter) พบวา ปจจัย

ที่มีผลตอการตัดสินใจเลือกผลิตภัณฑธนาคาร 3 อันดับ

แรก ไดแก ระยะเวลาที่ใชในการคุยโทรศัพทกับลูกคา 

(duration) จำนวนวันที่ผานไปหลังจากที่ลูกคาไดรับการ

ติดตอครั้งสุดทายจากแคมเปญกอนหนา (pdays) และผล

ของแคมเปญการตลาดครั้งกอน (poutcome) แสดงใน

ตารางที่ 5  

 

ตารางที่ 5 ปจจัยที ่มีผลตอการตัดสินใจเลือกผลิตภัณฑ

ธนาคาร 

 
 

3.6 ผลการถายทอดเพ่ือนำไปปฏิบัติ  

จากอัลกอริทึมในการพยากรณพฤติกรรมลูกคาตอ

ผลิตภัณฑธนาคาร ไปสูการถายทอดเพื่อนำไปปฏิบัติ 

ด  ว ย ก า ร น ำม าแ สด งผ ลข  อม ู ล ด  ว ยภ าพ  ) data 

visualization  (โดยใช  Power BI แสดงในภาพที่ 5 

 

 
 

ภาพที่ 5 ผลการทำ data visualization ดวย Power BI 

 

     จากภาพที่ 5 การนำเสนอภาพพฤติกรรมลูกคาตอ

ผลิตภัณฑธนาคาร ชวยสนับสนุนการตัดสินใจไดดีกวา
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ขอมูลที่อยูในรูปของตาราง เนื่องจากภาพสามารถแสดง

การรายละเอียด การเปรียบเทียบที ่ชัดเจน โดยเฉพาะ

กราฟสีตางๆ แยกใหเห็นชัดเจน 

 

4. สรุปและวิจารณผลการทดสอบ 

ปจจัยที่มีผลตอการตัดสินใจเลอืกผลิตภัณฑธนาคาร 

3 อันดับแรก ไดแก ระยะเวลาที่ใชในการคุยโทรศัพทกับ

ลูกคา จำนวนวันที่ผานไปหลังจากที่ลูกคาไดรับการติดตอ

ครั้งสุดทายจากแคมเปญกอนหนา และผลของแคมเปญ

การตลาดครั ้งกอน ซึ ่งเป นประโยชนในการวางแผน

การตลาด เพ่ือเพ่ิมจำนวนลูกคาไดเปนอยางดี  

แบบจำลองดวยการเรียนรู ของเครื ่อง ในการที่

ล ูกคาตัดสินใจเลือกเงินฝากประจำ จากการนำเสนอ

ผลิตภัณฑผานโทรศัพท กรณีศึกษา ธนาคารแหงหนึ่งใน

ประเทศโปรตุเกส พบวา อัลกอริทึม Tree ensemble 

พยากรณไดถูกตองสูงสุด คิดเปนรอยละ 90.94 เมื่อเทียบ

กับอัลกอริทึม Decision tree และ Random forest ที่มี

ถูกตองรอยละ 87.54 และ 90.29 ตามลำดับ สามารถ

นำมาแสดงผลขอมูลดวยภาพ โดยใช Power BI ช วย

สนับสนุนการตัดสินใจและนำไปใชในทางปฎิบัติไดเปน

อยางด ี

ขอจำกัดในการศึกษาครั้งนี้ ไดแก การเขาถึงขอมูล

ลูกคาของธนาคารในประเทศไทย เนื่องจากขอมูลลูกคา

เปนขอมูลเฉพาะบุคคลและเปนความลับ การศึกษานี้จึง

ไมสามารถใชขอมูลของประเทศไทย จำเปนตองใชขอมูล 

open data เพื่อเปนตนแบบในการประยุกตตอไป  

สวนใหญการศึกษาพฤติกรรมของลูกคา ยังคงใช

แบบสอบถามความพึงพอใจมากกวาที่จะมีการวิเคราะห

เชิงลึก เพ่ือใหไดพฤติกรรมเชิงลึกจากขอมูลการใชบริการ

ของลูกคา ดังนั้น การเรียนรูของเครื่องดวยการใชขอมูล

ในอด ีต เพ ื ่อพยากรณ พฤต ิกรรมเช ิ งล ึกของล ูกคา 

(customer insight) สามารถนำไปใช ประกอบการ

ตัดสินใจในการนำเสนอผลิตภัณฑธนาคารเพื่อตรงตาม

ความตองการของลูกคาไดดีข้ึน 

สำหรับการศึกษาตอไป ธนาคารตางๆ ในประเทศ

ไทยสามารถประยุกตหลักการนี้ไปใชกับขอมูลลูกคา

ธนาคารของตนเองได เพื่อใหสามารถเขาถึงพฤติกรรม

ของลูกคาไดมากยิ่งขึ้น เนื่องจากความตองการของลูกคา 

มีความเฉพาะบุคคลมากขึ้น จำเปนที่ธนาคารตองมีการ

ปร ับต ัว เพ ื ่อสามารถรองรับพฤต ิกรรมของลูกคาที่

เปลี่ยนแปลง และดวยเทคโนโลยีที่สามารถเขาถึงไดอยาง

รวดเร็ว การเปรียบเทียบผลิตภัณฑของแตละธนาคารทำ

ไดสะดวก รวดเร็ว เพื่อตอบโจทยความตองการมากที่สุด 

ถาธนาคารมีระบบที่สามารถใหลูกคาเลือกไดตามความ

ตองการ ก็จะเพิ่มขีดความสามารถในการแขงขันมากกวา

ธนาคารอื่น รวมถึงมีชองทางในการติดตอทุกชองทาง 

(omnichannel) ท ี ่ เข  าถ ึงล ูกคาได ท ุกที ่  ท ุกเวลาที่

เหมาะสมเฉพาะบุคคล เชน เทคโนโลยีการเรียนรูเชิงลึก 

(Deep learning) เปนตน 
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