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ABSTRACT

This article aims to study the parameters for customer to make decision in bank product via
telemarketing and to apply machine learning for customer behavior model of banking product. The
technique in this study is the Cross-Industry Standard Process. There are 6 processes that are business
understanding, data understanding, data preparation, model development, evaluation, and
deployment. The data consisted of 41,188 customers and 20 parameters. To do the data preparation,
feature selection i.e., data transfer, data reduction, data cleaning using Knime a tool. There are 3
algorithms for customer behavior model of banking product that are Decision tree, Random Forest and
Tree ensemble. Algorithm performance testing by using accuracy, sensitivity, and specificity for the best
algorithm. The results can demonstrate that the top three parameters impacting decision making are
the length of time spent talking on the phone with customers, the number of days elapsed since the
customer was last contacted from a previous campaign, and the results of previous marketing
campaigns. The most accuracy algorithm for customer behavior prediction in bank product is Tree
ensemble with accuracy 90.94% comparing with Decision tree and Random Forest tree with accuracy
87.54% and 90.29%, respectively. To do the data visualization using Power Bl that is very beneficial for
planning and leads to higher sales. On-going research, to apply this methodology with bank product

marketing in Thailand.

Keywords: Machine learning, bank-marketing, decision tree, random Forest, tree ensemble.
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#1519 2 wan1sNAUNTestaya (Data Cleaning)

age job marital education default | housing | loan | contact | month |day_of week| duration |campaign| pdays | previous | poutcome |emp.var.rate cons.price.idx|cons.conf.idx| euribor3m | nr.employed | y
| 41| technician | married |professional.course| no yes no_ | cellular | nov mon | 185 2 999 0 nonexistent 11 94.767 1039 49636 no |
| 31| housemaid | single | university.degree | no no no_| telephone | nov mon 152 5 999 0 nonexistent -11 94.767 -50.8 1.039 4963.6 no
| 41| technician | married |professional.course| no yes no | cellular | nov mon 545 2 999 0 nonexistent 11 94.767 -50.8 1.039 49636 | yes
| 31| housemaid | single | university.degree no no no_ | cellular nov mon 159 4 999 0 nonexistent -11 94.767 -50.8 1.039 4963.6 no
35| technician | divorced basic.4y no no no | cellular | nov tue 363 1 999 0 { -1 94.767 -508 1.035 4963.6 yes
| 35| technician | divorced basic.4y no yes no | cellular | nov tue 514 1 9 4 success -11 94.767 -50.8 1.035 4963.6 yes
33 admin married | university.degree no no no cellular nov tue 843 1 999 0 i 11 94.767 -50.8 1.035 4963.6 yes
a8 admin. married | university.degree no yes no cellular nov. tue 510 1 999 1 failure -11 94.767 -50.8 1.035 4963.6 no
| 60 | blue-collar | married basic.4y no yes no cellular nov tue 347 2 4 1 success -1.1 94.767 -50.8 1.035 4963.6 no
35| technician | divorced basic.4y no yes no | cellular | nov tue 385 3 4 2 success -1 94.767 -50.8 1.035 4963.6 yes
| 54| admin. married |professional.course| no no no | cellular | nov tue 1868 2 10 1 success -11 94.767 -50.8 1.035 4963.6 yes
38| housemaid | divorced | university.degree no no no cellular nov wed 403 2 999 0 i -11 94.767 -50.8 1.03 4963.6 yes
| 32| admin. married | university.degree no no no_| telephone | nov wed 651 1 999 1 failure -1.1 94.767 -50.8 1.03 4963.6 yes
| 32| admin. married | university.degree | no yes no | cellular | nov wed 236 3 999 0 nonexistent -11 94.767 -50.8 1.03 4963.6 no
38 married | university.degree no no no | cellular | nov wed 144 2 999 0 nonexistent -11 94.767 -50.8 1.03 4963.6 no
62| services married high.school no yes no | cellular | nov wed 154 5 999 0 -11 94.767 -50.8 1.03 4963.6 no
40 divorced | university.degree no yes no cellular nov. wed 293 2 999 4 failure -11 94.767 -50.8 103 4963.6 no
|33| student married |professional.course| no yes no_| telephone | nov thu 112 1 999 0 nonexistent -1.1 94.767 -50.8 1.031 4963.6 yes
|31] ad single | university.degree no yes no cellular nov thu 353 1 999 0 nonexistent -11 94.767 -50.8 1.031 4963.6 yes
| 62 | retired married | university.degree no yes no | cellular | nov thu 329 L § 999 2 failure -11 94.767 -50.8 1.031 4963.6 yes
62 retired married | university.degree no yes no | cellular | nov thu 208 i A 6 success -11 94.767 -50.8 1.031 4963.6 yes
34| student single unknown no yes no | cellular | nov thu 180 1 999 2 failure -11 94.767 -50.8 1.031 4963.6 no
| 38 | housemaid | divorced high.school no yes | yes | cellular | nov thu 360 1 999 0 nonexistent -1 94.767 -50.8 1031 4963.6 no
| 57| retired married |professional.course| no yes no cellular nov thu 124 6 999 0 nonexistent -1.1 94.767 -50.8 1.031 4963.6 no
| 62| retired married | university.degree no no no | cellular nov thu 483 2 6 ) success -11 94.767 -50.8 1.031 4963.6 yes
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