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Abstract

This research presents a rice weed classification framework using neural network with transfer
learning for mobile images. The transfer leaning technique is employed so that high-res images by
Digital single-lens reflex (DSLR) in the closed environment setting can be reused in the mobile
environment setting. Other existing related works mainly rely on feature extraction in closed
environment. In pre-processing steps, image segmentation technique is used to separate background
and dust from a rice image and re-scale the rice gain image using known- size of a one-baht coin.
This step improves accuracy from 49% to 67% using DSLR model. This work constructs VGG16 and
Resnet50 then find-tunes with empirical hyperparameters. Also, an evaluation is conducted on three
input and model combinations which are 1) DSLR and mobile images, 2) mobile images retrained
with DSLR images, and 3) mobile images and 30% of DSLR images retrained with DSLR images. The
first method gives highest accuracy of 95%. However, the third method also gives high accuracy with

less training data.
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. TEST SET
Experimental — - -
DSLR Original Mobile Scaled Mobile
TRAIN SET F1-score | Accuracy | F1-score | Accuracy | F1-score | Accuracy

DSLR 89% 94% 15% 49% 38% 67%
Original Mobile 48% 66% 76% 87% 64% 78%
Scaled Mobile 33% 71% 30% 62% 74% 87%
MIX 90% 95% 37% 65% 85% 92%
Retrainl 43% 71% 29% 60% 99% 100%
Retrain2 77% 89% 38% 63% 84% 92%

0a model loss model loss model loss
4 Zz \ | | 2 o6 l A | g os ‘
o \| . | 2 \ | k=3 \ |

Loss (Mix) Loss (Retrain) Loss (Retrain2)

A9 13 uanatansIMlved Accuracy Uag Loss amsusedayaluy Mix, Retrain Wag Retrain2

uiiulddnAage loss 10935 mix fAdesfanlunsmsudanuy
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