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ตัวแบบทำนายความเสี่ยงภาวะซึมเศร้าด้วยเทคนิคการเรียนรู้เชิงลึกจากความพึงพอใจพ้ืนฐาน
ในการดำรงชีพ กรณีศึกษากลุ่มประชากรในจังหวัดกรุงเทพมหานคร 
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บทคัดย่อ 
บทความวิจัยนี้ เป็นการทำนายความเสี่ยงโรคซึมเศร้าจากปัจจัยภายนอกด้วยตัวแบบการเรียนรู้เชงิลึก 

มีวัตถุประสงค์ 3 ประการ ได้แก่ (1) เพ่ือศึกษา พัฒนา และสร้างตัวแบบการทำนายความเสี่ยงต่อภาวะซึม เศร้า
กรณีศึกษาผู้คนในจังหวัดกรุงเทพมหานคร ด้วยเทคนิคการเรียนรู้เชิงลึก (2) เพ่ือทดสอบประสิทธิภาพตัวแบบ
การทำนาย ความเสี่ยงต่อภาวะซึมเศร้ากรณีศึกษาของผู้คนในจังหวัดกรุงเทพมหานคร ด้วยเทคนิคการเรียนรู้เชิงลึก  
(3) เพ่ือเปรียบเทียบ และประเมินผลการทดสอบการทำนายของตัวแบบ ผ่านแบบสอบถามเกี่ยวกับปัจจัยภายนอกที่
นำไปสู่ความเสี่ยงการเกิดโรคซึมเศร้าที่ผู้ วิจัยได้ออกแบบ เทียบกับแบบสอบถามการประเมินโรคซึมเศร้าของ
กรมสุขภาพจิต กระทรวงสาธารณสุข กรณีศึกษากลุ่มประชากรในจังหวัดกรุงเทพมหานคร ใช้แบบสอบถามแบบ
ออนไลน์จำนวน 400 ตัวอย่าง จากประชากรในกรุงเทพฯ สร้างตัวแบบทั้งปัจจัยภายในและภายนอก ปรับเกณฑ์
คะแนนให้สอดคล้องกันตามมาตรฐานสากล แล้วนำผลจากตัวแบบมาเทียบกัน พบว่าตัวแบบจากปัจจัยภายนอกมี
ความถูกต้อง 99.92% และตัวแบบจากปัจจัยภายในมีความถูกต้อง 99.93% ต่างกันเพียง 0.01% ตัวแบบทั้งสองมีค่า
ความผิดพลาด MSE น้อยกว่า 0.0295 และ MAE น้อยกว่า 0.1279 สรุปได้ว่าทั้งสองตัวแบบสอดคล้องกัน สามารถ
นำงานวิจัยไปพัฒนาต่อยอด เพ่ือใช้ทำนายภาวะเสี่ยงต่อการเกิดโรคซึมเศร้าได้แม่นยำข้ึน  

คำสำคัญ: โรคซึมเศร้า การเรียนรู้เชิงลึก การเรียนรู้เชิงลึกแบบวนกลับชนิดหน่วยความจำระยะสั้นแบบยาว 
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Abstract 
This research aims to predict the risk of depression based on external factors using deep 

learning models. It has three objectives: (1) to study, develop, and create a model to predict the 
risk of depression, focusing on a case study of individuals in Bangkok using deep learning techniques; 
(2) to test the effectiveness of the predictive model for depression risk in the case of people in 
Bangkok using deep learning techniques; and (3) to compare and evaluate the prediction model's 
results against a questionnaire designed by the researcher, which focuses on external factors that 
contribute to depression risk, and compare it with the depression assessment questionnaire provided 
by the Department of Mental Health, Ministry of Public Health. The case study involved 400 online 
survey samples from Bangkok residents. Both internal and external factor models were created, with 
score criteria adjusted according to international standards, and the results were compared. It was 
found that the model based on external factors achieved 99.92% accuracy, while the model based 
on internal factors achieved 99.93% accuracy, with only a 0.01% difference between the two. Both 
models had a mean squared error (MSE) of less than 0.0295 and a mean absolute error (MAE) of less 
than 0.1279. In conclusion, both models are consistent, and the research can be further developed 
to improve the accuracy of depression risk prediction 
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ความเป็นมาและความสำคัญของปัญหา 
โรคซึมเศร้า (Depression) เป็นอีกหนึ่งปัญหาสุขภาพจิตที่มักถูกมองข้ามและใกล้ตัว ในปัจจุบัน ข้อมูลจาก

กรมสุขภาพจิต กระทรวงสาธารณะสุข พบว่ามีผู้ป่วยโรคซึมเศร้าส่วนใหญ่ไม่สามารถเข้าถึงการรักษาได้อย่างเหมาะสม 
โดยเฉลี่ยแล้วมีผู้ป่วยโรคซึมเศร้าจำนวน 100 คน เข้าถึงการรักษาเพียง 28 คนเท่านั้น โดยผู้หญิงมีอัตราการป่วยเป็น
โรคซึมเศร้ามากกว่าผู้ชาย แต่ผู้ชายมีอัตราการฆ่าตัวตายสำเร็จมากกว่าและยังพบว่าผู้ที่เป็นโรคซึมเศร้ามีอัตราการฆ่า
ตัวตายสำเร็จสูงกว่าคนทั่วไปถึง 20 เท่า และ 70% ของผู้ป่วยโรคซึมเศร้าเสียชีวิตก่อนวัยอันควร ในปี 2021 คนไทย
อายุ 15 ปีข้ึนไปป่วยเป็นโรคซึมเศร้าจำนวนมากและมีผู้ป่วยโรคซึมเศร้าพยายามฆ่าตัวตาย 6 คนต่อชั่วโมงหรือทั้งปี
มากกว่า 53,000 คน และเสียชีวิตราว 4,000 คน (Department of Mental health, 2023)  

บทความจากสำนักข่าวของประเทศไทยอย่าง Thaipbs เขียนบทความในเว็บไซต์ของสำนักข่าวถึงข้อมูลของ
องค์การอนามัยโลกในการพยากรณ์ Provisional agenda item 6-2 ว่าในปี 2029 โรคซึมเศร้าจะข้ึนมาเป็นสาเหตุ
ของการฆ่าตัวตายอันดับ 2 ในกลุ่มคนอายุ 15-29 ปี (Thai PBS, 2022) ซึ่งมีการพูดถึงจำนวนผู้ป่วยโรคซึมเศร้าที่จะ
เพ่ิมสูงข้ึนในอนาคต ทั้งนี้ภาวะโรคซึมเศร้ายังเป็นปัญหาทางจิตใจที่สง่ผลกระทบอย่างรุนแรงต่อทั้งผู้ปว่ยและคนรอบข้าง 
นอกจากจะทำให้ผู้ป่วยต้องเผชิญกับความยากลำบากทางอารมณ์และร่างกายแล้วยังอาจทำให้คนรอบ ข้างซึมซับ
พฤติกรรมเชิงลบและมีความเสี่ยงต่อการเกิดโรคทางจิตเวชอื่น ๆ รวมถึงภาวะซึมเศร้า (Department of Mental 
health, 2022) ในปี 2022 ที่ผ่านมาประเทศไทยมีผู้ป่วยโรคซึมเศร้าประมาณ 1.36 ล้านคน ช่วงเดือนกันยายน 2021 
มีอัตราการเข้าถึงบริการสำหรับผู้ที่ได้รับการวินิจฉัยและรักษาอยู่ที่ร้อยละ 90.6% เพ่ิมข้ึนมาจากร้อยละ 84.9% ในปี
ที่ผ่านมา สมาคมจิตแพทย์แห่งประเทศไทยยังรายงานว่า มีผู้ป่วยโรคซึมเศร้ามาเข้ารับการรักษาในโรงพยาบาลรัฐ เฉลีย่
วันละประมาณ 50 คน (The Psychiatric Association of Thailand, 2022) จากการสบืคน้พบว่ามีการประเมินสว่นใหญ่
มักมาจากแบบประเมินปัจจัยภายใน เช่น ความคิดลบต่อตนเอง ความอยากอาหารที่เปลี่ยนไปและมุมมองต่อสังคม 
เป็นต้น แต่ในแบบสอบถามดังกล่าวยังไม่มีการประเมินจากปัจจัยภายนอกโดยตรงที่เกี่ยวข้องกับความพึงพอใจพ้ืนฐาน
ในการดำรงชีพ เช่น สภาพความเป็นอยู่โดยรอบ สภาพเศรษฐกิจ สภาวะครอบครัวและความกังวลต่อการตกงานใน
อนาคต เป็นต้น 

ในปัจจุบัน เทคโนโลยีการเรียนรู้เชิงลึก (Deep Learning) ได ้ร ับการพัฒนาอย่างต่อเนื ่องและถูกนำไป
ประยุกต์ใช้ในหลากหลายอุตสาหกรรมหรือในด้านอื่นเช่น ทางการแพทย์โดยการนำโมเดลโครงข่ายประสาทเทียมแบบ
วนกลับชนิดหน่วยความจำระยะสั้นแบบยาว (Recurrent Neural Network - Long Short Term Memory: RNN - 
LSTM) นำมาใช้ทำนายการกลับเข้ารับการรักษาซ้ำในรอบ 6 เดือน ซึ่งเป็นการนำ LSTM มาใช้ร่วมกับงานทางการแพทย์
อย่างหนึ่ง ทั้งนี้ผู้วิจัยได้นำงานที่เกี่ยวข้องกับการประเมินและการทำนายข้อมูล (Sundararajan & Wood, 2019) 
เช ่น การทำนายแนวโน ้มของตลาดหุ ้น (Wang et al., 2024) ซึ ่งจากการวิจัยนี ้ได้แสดงให้เห ็นว่า LSTM นั ้นมี
ความสามารถในการจัดการกับข้อมูลลำดับเวลาได้ดีกว่าตัวแบบ RNN และยังมีการทำนายการใช้ไฟฟ้าโดยรวม (Bilgili 
& Pinar, 2023) ซึ่งแสดงให้เห็นว่าตัวแบบ LSTM นั้นมีค่าความคลาดเคลื่อนยกกำลังสองโดยเฉลี่ย (Mean Squared 
Error: MSE) ที่ต่ำ สามารถบ่งบอกถึงความถูกต้องของข้อมูลการทำนายที่ถูก ทั้งนี้ความสามารถของเทคโนโลยีอย่าง
ตัวแบบ LSTM ยังสามารถนำมาเพ่ือใช้ในการตรวจจับภาวะซึมเศร้าของผู้คนผ่านข้อความในโซเชียลมีเดียได้ (Orabi 
et al., 2018) ซึ่งสามารถทำการคัดแยกข้อมูล (Classification) ออกมาได้ดี 
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ด้วยเหตุประการนี ้ ผ ู ้วิจัยได้ต ัดสินใจเลือกใช้ต ัวแบบ LSTM ซ ึ ่งเป็นหนึ ่งในตัวแบบการเรียนรู้เชิงลึกที ่มี
ประสิทธิภาพสูงในการจัดการข้อมูลแบบลำดับเวลา (Cho et al., 2014) เพ่ือนำมาใช้กับการทำนายความเสี่ยงของ
การเกิดภาวะซึมเศร้าในกลุ่มตัวอย่างที่อาศัยอยู่ในกรุงเทพมหานคร ซึ่งเป็นพ้ืนที่ที่มีประชากรมากและมีความเครียดสงู
จากการแข่งขันในด้านต่าง ๆ ซึ่งความสามารถของการจัดการกับข้อมูลในรูปแบบของเวลานั้นตัวแบบ LSTM สามารถ
ทำได้ดีกว่าตัวแบบ RNN ตัวแบบ ANN (Artificial Neural Network) และตัวแบบ CNN (Convolutional Neural 
Network) (Kothari, 2024) โดยที่ LSTM ได้รับการพัฒนาเพ่ือแก้ปัญหาของ RNN ซึ่งมีข้อจำกัดในการจำข้อมูลระยะยาว 
(vanishing gradient problem) ทำให้ไม่สามารถคาดการณ์ข้อมูลที ่อ ิงก ับลำดับเวลายาวนานได้ด ี LSTM จึง
เหมาะสมกับข้อมูลลำดับเวลามากกว่าและถึงแม้ว่าตัวแบบ CNN จะถูกออกแบบมาเพ่ือทำงานกับข้อมูลที่มีลักษณะ
เชิงพ้ืนที่เช่น ภาพ แต่ก็สามารถนำไปใช้กับข้อมูลลำดับเวลาได้เช่นกัน อย่างไรก็ตาม LSTM ยังคงจัดการกับข้อมูล
ลำดับเวลาได้ดีมากกว่า โดย CNN ไม่สามารถจัดการกับความจำระยะยาวได้ดีเท่ากับ LSTM ในส่วนของตัวแบบ ANN 
ไม่มีโครงสร้างสำหรับจัดการข้อมูลลำดับเวลาโดยตรง ทำให้มันไม่สามารถจัดเก็บและใช้ข้อมูลในอดีตได้ดีเหมือนกับ 
LSTM ซึ่งมีโครงสร้างที่สามารถจดจำลำดับข้อมูลได้อย่างแม่นยำกว่า  

จากเหตุข้างต้นผู้วิจัยได้ตั้งสมมุติฐานว่า ปัจจัยภายนอกเกี่ยวกับการดำรงชีพพ้ืนฐาน น่าจะมีความสอดคล้อง
กันกับปัจจัยภายในที่เกี่ยวข้องกับอารมณ์และความรู้สึก และตัวแบบการทำนาย LSTM ที่ถูกพัฒนาข้ึนมานี้จะสามารถ
ช่วยในการคาดการณ์ ประเมินและการเฝ้าระวัง สำหรับการเพ่ิมจำนวนของผู้คนที่มีความเสี่ยงต่อภาวะโรคซึมเศร้า  
ซึ่งเป็นสิ่งที่สำคัญอย่างมากสำหรับทางการแพทย์ รวมไปถึงบุคคลในกลุ่มต่าง ๆ หรือในการดูแลสุขภาพจิต และยัง
สามารถนำผลการทำนายมาสร้างมาตราการการรับมือกับสถานการณ์ที่อาจนำไปสูก่ารเพ่ิมจำนวนของบุคคลที่มีความ
เสี่ยงที่อาจเกิดภาวะโรคซึมเศร้าได้หรือการเพ่ิมจำนวนของผู้ป่วยโรคซึมเศร้าที่เพ่ิมมากข้ึนในอนาคต ซึ่งจะสอดคล้อง
ก ันก ับข้อมูลจากศูนย์วิจัยและสารสนเทศโรคซึมเศร้า กับสถานการณ์ในประเทศไทยที่ขาดแคลนบุคลากรทาง
การแพทย์ในด้านจิตเวชและสุขภาพจิตกำลังเป็นปัญหาที่สำคัญ ข้อมูลของ WHO ระบุว่าประเทศไทยมีจิตแพทย์เพียง 
845 คน และน ักจิตวิทยา 1,037 คน ซ ึ ่งค ิดเป ็นอัตราส่วนประมาณ 1.28 จิตแพทย์ และ 1.57 นักจิตวิทยาต่อ
ประชากร 100,000 คน (World Health Organization, 2022) ปัญหาการขาดแคลนบุคลากรนี ้ยังส่งผลกระทบ
โดยตรงต่อการให้บริการด้านสุขภาพจิตในพ้ืนที่ต่างจังหวัด  

 

วัตถุประสงค์ของการทำวิจัย 
1. เพ่ือศึกษา พัฒนา และสร้างตัวแบบการทำนายความเสี่ยงต่อภาวะซึมเศร้ากรณีศึกษาผู้คนใน จังห วัด

กรุงเทพมหานคร ด้วยเทคนิคการเรียนรู้เชิงลึก 
2. เพ่ือทดสอบประสิทธิภาพตัวแบบการทำนาย ความเสี่ยงต่อภาวะซึมเศร้ากรณีศึกษาของผู้คน ในจังห วัด

กรุงเทพมหานคร ด้วยเทคนิคการเรียนรู้เชิงลึก 
3. เพ่ือเปรียบเทียบ และประเมินผลการทดสอบการทำนายของตัวแบบ ผ่านแบบสอบถามเกี่ยวกับปัจจัย

ภายนอกที่นำไปสู่ความเสี่ยงการเกิดโรคซึมเศร้าที่ผู้วิจัยได้ออกแบบ เทียบกับแบบสอบถามการประเมินโรคซึมเศร้า
ของกรมสุขภาพจิต กระทรวงสาธารณสุข กรณีศึกษากลุ่มประชากรในจังหวัดกรุงเทพมหานคร 
 
 

https://link.springer.com/chapter/10.1007/978-981-97-1326-4_13#auth-Abhishek-Kothari
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กรอบแนวคิดในการวิจัย 
 กรอบแนวคิดนี้ตั้งอยู่บนข้อสันนิษฐานที่ว่าปัจจัยภายนอกนัน้สามารถนำมาเป็นหนึง่ในปัจจัยเสี่ยงที่ทำใหผู้ค้น
ในจังหวัดกรุงเทพมหานคร มีความเสี่ยงต่อการเกิดภาวะซึมเศร้าได้ไม่ต่างจากปัจจัยภายใน โดยจะใช้ปัจจัยทั้งภายใน
และภายนอก นำเข้ากระบวนการเรียนรู้ของเทคนิคการเรียนรู้เชิงลึกและสร้างการทำนาย เพ่ือนำผลการทำนายมา
อธิบายถึงประสิทธิภาพของตัวแบบการทำนาย LSTM และปัจจัยภายนอกว่ามีประสิทธิภาพมากพอต่อการนำไปใช้
จริงหรือไม่ ดังในภาพที่ 1 
 

 
 

ภาพที่ 1 แนวคิดในการวิจัย (Conceptual Framework) 
 

วิธีดำเนินการวิจัย 
 แบบแผนการวิจัย 
 การวิจัยนี้จะมีข้ันตอนในการวิจัยอยู่ทั้งสิ้น 5 ข้ันตอน สำหรับการพัฒนาตัวแบบการทำนาย LSTM และ
การวัดผลประสิทธ์ิของแบบจำลองการทำนายความเสี่ยงโรคซมึเศร้ากรณศีึกษาผู้คนในจังหวัดกรุงเทพมหานคร การวิจัย
ในครั้งนี้ได้รับการอนุญาติให้สามารถเก็บข้อมูลแบบสอบถามจากกลุ่มตัวอย่างที่เป็นมนุษย์ โดยได้รับใบอนุญาตและ
หนังสือรับรองจริยธรรมการวิจัยในมนุษย์ (Certificate of Approval) จากคณะกรรมการจริยธรรมการวิจัยในมนุษย์ 
มหาวิทยาลัยศรีปทุม อย่างถูกต้องแล้ว ทั้งนี้ข้อมูลในการวิจัยที่ได้ทำการจัดเก็บมาไม่ได้มีส่วนของข้อมูลที่เจาะจง
เฉพาะตัวไปสู่บุคคลคนนั้นหรือข้อมูลที่บ่งชี้เช่น ชื่อ เลขบัตรประชาชน เบอร์โทรติดต่อและที่อยู่อาศัยอย่างชัดเจน  
เจาะจง จากผู้คนในกลุ่มตัวอย่างทั้งหมดและข้อมูลทุกอย่างที่ได้จัดเก็บมาจะไม่ถูกเผยแพร่ในทุกช่องทาง ในการวิจัย
ครั้งนี้จะมีเพียงผลสรุปของการประเมินผลและการทดสอบเท่านั้นที่จะถูกนำมาแสดงในบทความการวิจัยนี้  

ปัจจัยภายนอก 
- สภาพแวดล้อมใน

ครอบครัว 
- ถูกกลั่นแกล้งจากผู้อื่น 
- ปัจจัยทางเศรษฐกิจ 
- อื่น ๆ 

ปัจจัยภายใน 
- ความเครียด 
- ความกังวล 
- อาการฝังใจจากเหตุการณ์

ในอดีต 
- อื่น ๆ 
 

ตัวแบบการทำนาย LSTM 
- เรียนรู้จากปัจจัยภายใน 
- ทดสอบการทำนาย 
 

ผลลัพธ์ 
- ผลการทดสอบการ

ทำนายจากปัจจัยภายใน 
- ผลการทดสอบ                  

การทำนายจากปัจจัย
ภายนอก 

- ผลการเปรียบเทียบ
ประสิทธิภาพ                 
การทำนาย 

ตัวแบบการทำนาย LSTM 
- เรียนรู้จากปัจจัยภายนอก 
- ทดสอบการทำนาย 
 

 

เปรียบเทียบประสิทธิภาพ 
- นำผลการทดสอบประสิทธิภาพ

มาเปรียบเทียบกัน 
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การรวบรวมข้อมูล  
การวิจัยในครั้งนี้ได้ทำการรวบรวมข้อมูลจากแบบสอบถาม 2 แบบสอบถาม 1) แบบสอบถามประเมิน

ความเสี่ยงโรคซึมเศร้า (แบบสอบถามปัจจัยภายในหรือ PHQ-9) จากกรมสุขภาพจิต กระทรวงสาธารณสุข 2) จาก
แบบสอบถามปัจจัยภายนอกที ่นำไปสู ่ความเส ี่ยงการเก ิดโรคซึมเศร้า  (แบบสอบถามปัจจัยภายนอก) ที ่ผู ้วิจยัได้
ออกแบบข้ึนสำหรับการวิจัยครั้งนี้ ในส่วนของรายละเอียดแบบสอบถามปัจจัยภายนอกจะเป็นแบบสอบถามทีใ่ห้
ผ ู ้ประเมินทำการกรอกคะแนนความรู้สึกต่อสถานะการณ์และปัจจัยต่าง ๆ  ท ี ่ถูกกำหนดมาในแบบสอบถามจาก
การศึกษางานวิจัยที่เกี่ยวข้องเช่น ปัจจัยที่มีอิทธิพลต่อระดับภาวะซึมเศร้าของผู้ป่วยโรคซึมเศร้า ในโรงพยาบาล
ร้อยเอ็ด (Purmtummasin, 2016) โดยงานวิจัยนี้ได้สรุปออกมาว่า เหตุการณ์ความเครียดที่เกิดข้ึนกับตนเองและ
คนใกล้ชิด ความรู้สึกมีคุณค่าในตนเอง รายได้ของครอบครัว และสัมพันธภาพในครอบครัว เป็นปัจจัยสำคัญที่มี
อิทธิพลต่อระดับภาวะซึมเศร้า และอีกหนึ่งงานวิจัยที่ถูกนำมาใช้อ้างอิงคือ ปัจจัยที่สัมพันธ์กับภาวะซึมเศร้ าของ
แรงงานไทย ในเขตพื ้นที ่ระเบ ียงเศรษฐกิจพิเศษ ภาคตะวันออก ( Koedbangkham, 2021) พบว่าปัจจัยที ่มี
ความสัมพันธ์กับภาวะซึมเศร้าของแรงงานไทยในระบบ ในเขตพ้ืนที่ระเบียงเศรษฐกิจพิเศษภาคตะวันออกได้แก่ 
สถานภาพสมรม สถานะทางเศรษฐกิจ พฤติกรรมการออกกำลงักาย คุณภาพการนอนหลับ ความเครียดจากการทำงาน
และแรงสนับสนุนทางสังคมด้านอารมณ์ เป็นต้น  

โดยผู้วิจัยได้นำผลการวิจัยดังกล่าวมาปรับใช้สำรับการออกแบบ แบบสอบถามในการวิจัยครั้งนี้ แบบสอบถาม
ปัจจัยภายนอกจะประกอบไปด้วยข้อคำถามทัง้สิ้น 2 ตอน ได้แก่ 1)ส่วนข้อคำถามสำหรับข้อมูลส่วนบุคคลประกอบด้วย 
อายุ โรคประจำตัว ประวัติโรคซึมเศร้าในสมาชิกครอบครัวและชั่วโมงการทำงาน เป็นต้น 2) ส่วนข้อคำถาม 11 ข้อ
สำหรับนำมาใช้เพ่ือการเรียนรู้และการทดสอบ ข้อคำถามในตอนที่ 2 ได้กำหนดข้อคำตอบจำนวน 5 ข้อ ที่จะแทน
คะแนนความรู้สึกตั้งแต่ 0 ถึง 4 คะแนน และในส่วนของแบบสอบถามปัจจัยภายในมีทั้งหมด 9 ข้อ ในส่วนของข้อ
คำตอบจะมีจำนวน 5 ข้อ ที่จะแทนคะแนนความรู้สึกตั้งแต่ 0 ถึง 4 คะแนน เช่นเดียวกันกับแบบสอบถามปัจ จัย
ภายนอก 

จำนวนกลุ่มตัวอย่างที่เลือกมาจะได้จากการคำนวณสดัส่วนประชากร ด้วยสูตรการคำนวณของ ทาโร่ ยามาเน 
(Taro Yamane) จากสมการที่ (1) จะแทนค่า N ใหญ่เท่ากับจำนวนประชากรณ์ทั้งหมดในจังหวัดกรุงเทพมหานคร 
มีจำนวนทั้งสิ ้น 5,471,588 คน (Department of Provincial Administration, Ministry of Interior, 2023) และ
จะแทนค่า e เป็นค่าความคลาดเคลื่อนจากการสุ่มตัวอย่างซึ่งจะมีค่าเท่ากับ 0.052  โดยค่าของ n จะเกิดจาก
การคำนวณตามสูตรสมการที่ (1) และได้ผลลัพธ์จำนวนอยู่ที่ 399.97 แล้วจึงทำการปัดเศษข้ึนจะได้จำนวนตัวอย่าง
ทั้งสิ้น 400 ตัวอย่าง 

 𝑛 =
𝑁

1+𝑁𝑒2
 (1) 

 
ในการเก ็บรวบรวมข้อมูลจากกล ุ ่มต ัวอย่าง ผ ู ้วิจัยได ้ทำการลงพื ้นที ่ไปยังเขตต่าง ๆ ของจังหวัด

กรุงเทพมหานครและทำการสุ ่มเก็บตัวอย่างจากผู ้คนทั ้งในระแวกใกล้เค ียงก ับมหาวิทยาล ัยศรีปทุม ในเขต
มหาวิทยาลัยศรีปทุม ในเขตห้างสรรพสินค้าชื่อดังต่าง ๆ และในเขตส่วนสาธารณะหรือพ้ืนที่สาธารณะต่าง ๆ โดยที่
ผู้วิจัยจะนำ QR code ไปแจกให้กับกลุ่มเป้าหมายที่สมัครใจในการทำแบบสอบถามหลังจากได้ทำการพูดคุยสอบถาม
ความสมัครใจด้วยตนเองแล้ว โดยใช้โทรศัพท์มือถือสแกน QR code เพ่ือทำแบบสอบถามในโทรศัพท์ ผ่านโปรแกรม 
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google form เมื่อกลุ่มตัวอย่างทำแบบสอบถามเรียบร้อยแล้ว ให้กลุ่มตัวอย่างส่งแบบสอบถามผ่านทางระบบออนไลน ์
ในการทำแบบทดสอบจะให้ผู้ทำแบบสอบถามได้ทำแบบสอบถามปัจจัยภายนอกก่อนเป็นอนัดับแรก เมื่อแล้วเสร็จจะ
ให้ผู้ประเมินทำแบบสอบถามปัจจัยภายในเป็นส่วนต่อไป 

การกำหนดเกณฑ์สำหรับแบบสอบถาม  
ในข้ันตอนนี้ได้ทำการกำหนดเกณฑ์สำหรับแบบสอบถามปัจจัยภายในและแบบสอบถามปัจ จัยภายนอก 

เพ่ือให้แบบสอบถามทั้งสองมีจุดเชื่อมกันในส่วนของระดับเกณฑ์คะแนนที่ตรงกันแม้ว่าจะมีผลคะแนนโดยรวมและ
จำนวนข้อที่แตกต่างกันได้อย่างเหมาะสมและเป็นมาตราฐานสากล โดยทางผู้วิจัยได้นำเกณฑ์การประเมินที่ใช้เพ่ือระบุ
ระดับความเสี่ยงโรคซึมเศร้าสำหรับผู้ที่ทำแบบสอบถามจากปัจจัยภายในโดยเกณฑ์นี้ได้ถูกกำหนดไว้เป็นมาตฐานโดย 
American Psychiatric Association (APA) หน่วยงานที่กำหนดเกณฑ์การวินิจฉัยโรคซึมเศร้าตามแบบแผน DSM-5 
ซึ่งเป็นมาตรฐานสากล โดยถูกนำไปใช้ในงานวิจัยและการวินิจฉัยระดับสากลมากมาย (Kroenke et al., 2001) 
การแบ่งเกณฑ์ตามมาตฐานของ APA น ั ้นประกอบไปด้วย 5 ระดับ ตามช ่วงผลรวมของคะแนนจากการทำ
แบบสอบถาม 
 - ระดับที่ 1 ไม่มีความเสี่ยง จะอยู่ในช่วงเกณฑ์ตั้งแต่ 0-7  
 - ระดับที่ 2 มีความเสี่ยงน้อย จะอยู่ในช่วงเกณฑ์ตั้งแต่ 8-14 
 - ระดับที่ 3 มีความเสี่ยงปานกลาง จะอยู่ในช่วงเกณฑ์ตั้งแต่ 15-21 
 - ระดับที่ 4 มีความเสี่ยงสูง จะอยู่ในช่วงเกณฑ์ตั้งแต่ 22-29 
 - ระดับที่ 5 มีความเสี่ยงสูงสุด จะอยู่ในช่วงเกณฑ์ตั้งแต่ 30 ข้ึนไป 
 ด้วยเกณฑ์อันเป็นมาตรฐานจากหน่วยงาน APA นี้ จึงสามารถนำมาปรับใช้เพ่ือสร้างและกำหนดขอบเขตของ
เกณฑ์ระดับความเสี่ยงจากปัจจัยภายนอกเพ่ือสร้างความสอดคล้องกันของแบบสอบถามและกำจัดปัญหาของความ
ห่างในช ่วงตัวเลข อ ันเก ิดจากจำนวนข้อของแบบสอบถามที ่ไม่เท ่ากันของแบบสอบถามปัจจัยภายนอกและ
แบบสอบถามปัจจัยภายใน โดยเกณฑ์ที่ได้แบ่งออกมาจะสามารถแบ่งได้เป็น 5 ระดับ ตามเกณฑ์มาตฐาน 
 - ระดับที่ 1 ไม่มีความเสี่ยง จะอยู่ในช่วงเกณฑ์ตั้งแต่ 0-8  
 - ระดับที่ 2 มีความเสี่ยงน้อย จะอยู่ในช่วงเกณฑ์ตั้งแต่ 9-17 
 - ระดับที่ 3 มีความเสี่ยงปานกลาง จะอยู่ในช่วงเกณฑ์ตั้งแต่ 18-26 
 - ระดับที่ 4 มีความเสี่ยงสูง จะอยู่ในช่วงเกณฑ์ตั้งแต่ 27-35 
 - ระดับที่ 5 มีความเสี่ยงสูงสุด จะอยู่ในช่วงเกณฑ์ตั้งแต่ 36 ข้ึนไป 

การจัดเตรียมและทำความสะอาดข้อมูล  
หลังจากได้ทำการเก็บรวบรวมข้อมูลได้ตามเป้าที่ตั้งไว้จะนำข้อมูลที่รวบรวมมาทั้งหมด เข้าสู่กระบวนการคัดแยก 

เลือกเฉพาะกลุ่มตัวอย่างเฉพาะในเขตพ้ืนที่จังหวัดกรุงเทพมหานคร เท่านั้น ในการป้อนข้อมูลเข้าสู่ระบบการฝึกสอน
ของตัวแบบ LSTM เพื ่อให้เรียนรู้และทดสอบการทำนายผล จำเป็นจะต้องทำความสะอาดข้อมูลก่อนโดยการใช้
โปรแกรมประยุกต์ PyCharm เข้ามาช่วยในข้ันตอนนี้สำหรับการตรวจสอบและค้นหากลุ่มข้อมูลในแถวต่าง ๆ ที่มี
ข้อมูลตัวเลขที่ผิดพลาดเช่น ค่าอายุที่ต่ำกว่า 18 หรือเกิน 60 หรือค่าตัวเลขในแต่ละแถวที่มีความซ้ำซ้อนและคล้ายกัน
ในทุก ๆ  คอลัมน์ โดยจะทำการลบข้อมูลนั้นทิ้งไปเพ่ือให้ตัวแบบมีคุณภาพมากข้ึนและสำหรับการจัดเตรียมชุดข้อมลูนัน้ 
จะเร่ิมโดยการแปลงรูปในบางส่วนจากข้อความให้อยู่ในลักษณะของตัวเลขเช่น 0 และ 1 หรือ 0 ถึง 1 โดยตัวเลขที่
เกิดข้ึนมาจะทำหน้าที่เป็นตัวแทนของคำและตัวเลขต่าง ๆ เพ่ือให้ตัวแบบการทำนายสามารถประมวลผลได้ ง่ายและ

https://pubmed.ncbi.nlm.nih.gov/?term=Kroenke%20K%5BAuthor%5D
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ลดความซับซ้อนของค่าข้อมูลที่จะเกิดข้ึน หลังจากนั้นจะทำการแบ่งชุดข้อมูลออกมาเป็นไฟล์ .CSV จำนวน 2 ชุด 
ได้แก่ ไฟล์ข้อมูลจากแบบสอบถามปัจจัยภายในและอีกไฟล์ที่เกิดจากการเก็บข้อมูลจากแบบสอบถาม จากปัจจัย
ภายนอก โดยจะแสดงตัวอย่างของข้อมูลที่ได้ทำการจัดเตรียมและทำความสะอาดข้อมูลแล้วในถาพที่ 2 

 

 
 

ภาพที่ 2 ตัวอย่างของข้อมูลหลังผ่านกระบวน การจัดเตรียมและทำความสะอาดข้อมูล  
 

การพัฒนาแบบจำลอง LSTM  
LSTM หรือ โครงข่ายประสาทเทียมแบบวนกลับชนิดหน่วยความจำระยะสั้นแบบยาว ถูกออกแบบมาสำหรบั

การจดจำ ประมวลผลลำดับในช่วงเวลาระยะยาว มีประสิทธิภาพสำหรับปัญหาการทำนายที่เป็นลำดับ (Sequential) 
และถูกพัฒนาข้ึนเพ่ือแก้ปญัหาที่เกดิข้ึนในโครงข่ายประสาทเทยีมแบบวนกลบัดัง่เดิม หรือ RNN โดยเฉพาะปัญหาการลมื
ข้อมูลในระยะยาวที่เกิดจากการถดถอยของค่าความจำ (Vanishing Gradient Problem) ซึ่งเป็นปัญหาสำคัญใน
การเรียนรู้ลำดับข้อมูลที่มีความซับซ้อนและยาวนาน ตัวแบบ LSTM นั้นจะมีการทำงานที่เพ่ิมเข้ามาแตกต่างจาก RNN 
ได้แก่ 1) Cell State คือ ส่วนที่ทำหน้าที่เก็บข้อมูลในระยะยาวของโครงข่ายประสาทเทียม ซึ่งช่วยให้ข้อมูลสามารถ
ส่งผ่านจากข้ันตอนหนึ่งไปยังข้ันตอนถัดไปได้โดย ทำหน้าที่เป็นเหมือนหนว่ยความจำหลักของ LSTM ที่ช่วยเก็บข้อมูล
สำคัญที่สามารถนำกลับมาใช้ได้ในระยะเวลาที่กัน และ 2) Gate หรือประตู ที่จะทำหน้าที่เป็นตัวควบคุมการไหลของ
กลุ่มข้อมูลซึ่งก็คือ ค่า Analog ที่คอยควบคุมว่าเมื่อไหร่ควรที่จะ Read, Write หรือ Forget โดยหลักการของ Gate 
จะคล้ายกับ Node ในโครงข่ายประสาทเทียมที่จะดูว่าจะ Activate หรือ No Activate จากค่าความแรงของสัญญาณ
ที่เข้ามาใน Node ผ่านการ Weight ของข้อมูล  

ในการทำงานของโครงสร้าง LSTM นั้นมี 4 การทำงานหลักที่สำคัญได้แก่ เซลล์ความจำ (Memory Cell), 
ประตูล ืม (Forget Gate), ประตูนำเข้า ( Input Gate), ประตูออก (Output Gate) ด้วยคุณสมบัต ิของ LSTM ที่
สามารถจัดการกับข้อมูลที่มีความซับซ้อนและยาวนานได้อย่างมีประสิทธิภาพ ทำให้ LSTM เป็นที่นิยมอย่างมากใน
งานที่ต้องการวิเคราะห์ลำดับข้อมูล โดยเฉพาะการพยากรณ์ที่มีความเกี่ยวข้องกับช่วงเวลา รวมไปถึงการทำนายความเสี่ยง
ของภาวะโรคซึมเศร้า (Chen et al., 2020) ซึ่งต้องอาศัยการประมวลผลข้อมูลเชิงลำดับเวลาที่มีความซับซ้อนและ
ต่อเนื่อง การที่ LSTM สามารถรักษาความจำระยะยาวและกรองข้อมูลที่ไม่สำคัญออกไปได้ จึงทำให้ LSTM เป็น
ตัวเลือกที่เหมาะสมในการทำงานกับข้อมูลลำดับยาว ๆ ซึ่งต้องการความแม่นยำในการทำนายผลสูง ตัวอย่างเช่น  
การใช้ LSTM ในการทำนายความเสี่ยงของภาวะโรคซึมเศร้า ซึ่งต้องพ่ึงพาการวิเคราะห์ข้อมูลเชิงเวลาอย่างละเอียด
เพ่ือให้ได้ผลการทำนายที่ถูกต้องและมีประสิทธิภาพ 
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จากการได้ศึกษางานวิจัยที่เกี่ยวข้องอาทิ การคัดแยกข้อความ (Banchuen, 2019) หรือความสามารถใน
การทำนายต่าง ๆ ที่อธิบายไปข้างต้น ทำให้ผู้วิจัยตัดสินใจเลือกตัวแบบ LSTM สำหรับนำมาพัฒนาและสร้างตัวแบบ
การทำนายที่เกี่ยวข้องกับโรคซึมเศร้าครั้งนี้ โดยในการพัฒนาตัวแบบการทำนาย LSTM ผู้วิจัยได้ใช้โปรแกรมประยุกต์ 
PyCharm สำหรับการสร้างและพัฒนาตัวแบบการทำนาย LSTM เพ่ือให้สะดวกต่อการพัฒนาทั้งในด้านการแสดงผล
และการทำนายโอกาสเสี่ยงที่จะเกิดโรคซึมเศร้าจากกรณีศึกษากลุ่มตัวอย่างประชากรในจังหวัดกรุ งเทพมหานคร 
จะประกอบไปด้วยการกำหนดจำนวนข้อมูลสำหรับการ เรียนรู้  (Training Data) และ ข้อมูลสำหรับการทดสอบ 
(Training Data) ซึ่งแบ่งออกมาเป็นจำนวน 60% สำหรับชุดข้อมูลเพ่ือการเรียนรู้ของตัวแบบการทำนาย LSTM และ 
30% สำหรับชุดข้อมูลเพ่ือการทดสอบตัวแบบการทำนาย LSTM ทั้งนี้ยังได้แบ่งจำนวนข้อมูลไว้สำหรับการตรวจสอบ
ความถูกต้องของข้อมูล (Validation Data) ไว้จำนวน 10% เมื่อได้ทำการแบ่งจำนวนชุดข้อมูลออกมาอย่างเหมาะสม
แล้วก็จะเร่ิมนำข้อมูลเข้าสู่ระบบให้ตัวแบบการทำนาย LSTM ที่ได้ออกแบบไว้เรียนรู้เรียนและนำผลการทดสอบ
การทำนายออกมา ในส่วนของการออกแบบตัวแบบการทำนาย LSTM นั้นได้มีรายละเอียดอันประกอบไปด้วย 

- การกำหนดชั ้นนำเข้ าข้อมูล ( input layer) สำหรับการนำเข้าข้อมูลจากแบบสอบถามทั ้งจาก
แบบสอบถามปัจจัยภายในและจากแบบสอบถามปัจจัยภายนอก  

- ช้ันซ่อน (hidden layer) ได้ทำการกำหนดชั้นซ่อนไว้ 2 ชั้น โดยมีรายละเอียดในแต่ละชั้นดังนี้  
 - ชั้นซ่อนที่ 1 ทำการกำหนดจำนวนหน่อย LSTM ไว้ที่ 640 
 - ชั้นซ่อนที่ 2 ทำการกำหนดจำนวนหน่วย LSTM ไว้ที่ 640 
- ช้ันเช่ือมต่อเต็มรูปแบบ (Dense Layer) ได้ทำการกำหนดไว้ที่ 1 ชั้น และมีจำนวนหน่วยอยู่ 1 หน่วย 

สำหรับการรวมผลลัพธ์ทั้งหมดของ LSTM เอาไว้ 
- ช้ันผลลัพธิ์ (output layer) สำหรับการนำข้อมูลที่ผ่านกระบวนการต่าง ๆ ออกมาแสดงผล 
- กำหนดจำนวนรอบในการฝึกการเรียนรู้ (Learning round) โดยได้ทำการกำหนดจำนวนรอบในการฝกึ

ไว้ที่ 64 รอบ 
- กำหนดขนาดชุดข้อมูลย่อย (Batch size) จำนวนที่ได้กำหนดไว้ 88 หน่วย 
- จำนวนอัตราการเรียนรู้ (Learning Rate) กำหนดจำนวนไว้ที่ 0.001 หน่วย 
ในการกำหนดค่า Hyperparameters น ั ้นเก ิดขึ ้นจากการทำการ Random Search เพื ่อหาค่าด ีท ี่ท ี่สุด

สำหรับการปรับ Hyperparameters เหล่านี้ ซึ่งผู้วิจัยได้ปรับแต่งเพ่ิมข้ึนหรือลดลงเล็กน้อยหลังจากการทำ Random 
Search เพ่ือให้ได้ค่าที่มีประสิทธิภาพมากย่ิงข้ึน ทั้งนี้สำหรับในการพัฒนาแบบจำลองผู้วิจัยได้ทำการแปลงค่าข้อมูล
กลับ หลังจากที่ตัวแบบได้ทำการเรียนรู้และทำนายผลแล้วให้ข้อมูลนั้นกลับไปสู่ชว่งค่าตั้งต้น เนื่องจากในการแสดงผล
ผ่านกราฟต่าง ๆ จะทำให้เห็นรูปแบบของข้อมูลได้ง่ายและชัดเจนย่ิงข้ึนในด้านของตัวเลขทั้งนี้ยังสามารถนำไป ใช้
ประโยชน์ในด้านการแสดงผลหรือนำไปใช้ในการทำ visualization ต่อได้ในกรณีที่ต้องการนำข้อมูลที่ได้ออกไปสรุป
ผลต่าง ๆ 

 
 
การทดสอบและประเมินผล   
ในการทำ Regression นั ้นผู ้วิจัยได้เลือกใช้การคำนวณข้อผิดพลาดของการทำนายด้วยการหา ค่าความ

คลาดเคลื่อนยกกำลังสองโดยเฉลี่ย (Mean Squared Error: MSE) ค่าความคลาดเคลื่อนสัมบูรณ์โดยเฉลี่ย (Mean 
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Absolute Error: MAE) และค่ารากที่สองของค่าเฉล ี่ยของกำลังสองของความผิดพลาด ( Root Mean Squared 
Error: RMSE) ทั้งนี้ยังได้นำค่าสัมประสิทธ์ิการกำหนด (R-squared: R2) เพ่ือดูความแม่นยำของตัวแบบการทำนาย 
โดยหากค่า R-squared นี้เข้าใกล้ค่า 1 มากเท่าไหร่ก็จะย่ิงบ่งบอกถึงความถูกต้องของข้อมูลที่ทำนายออกมาโดย
สามารถเขียนเป็นสมการได้ดังนี้ 

 

  𝑀𝑆𝐸 =
1
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𝑖=1  (2) 
 

 𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − 𝑦̂𝑖 |𝑛

𝑖=1  (3) 
 

 𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑ (𝑦𝑖  − 𝑦̂𝑖 )2𝑛

𝑖=1  (4) 
 

 𝑅2 =  1 − 
∑ (𝑦𝑖  − 𝑦̂𝑖 )2𝑛

𝑖=1

∑ (𝑦𝑖  − 𝑦𝑖 )2𝑛
𝑖=1

 (5) 
 

 𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑅 − 𝑠𝑞𝑢𝑎𝑟𝑒𝑑 =  1 − (
(1−𝑅2 )(𝑛−1)

𝑛−𝑘−1
) (6) 

 

 โดยสามารถอธิบายสมการได้ดังนี้ ในส่วนของสมการที่ (2) คือสมการสำหรับหาค่าความคลาดเคลื่อน
ยกกำลังสองโดยเฉลี่ย สมการที่ (3) คือสมการเพ่ือหาค่าความคลาดเคลื่อนสัมบูรณ์โดยเฉลี่ย และในส่วนสมการที่ (4) 
ค่ารากที่สองของค่าเฉลี่ยของกำลังสองของความผิดพลาด ซึ่งสมการทั้ง 3 ที่ได้กล่าวมานี้มีไว้เพ่ือดูค่าความผิดพลาด
ของตัวแบบการทำนาย LSTM ในรูปแบบ Regression ว่ามีมากน้อยแค่ไหนสำหรับการทำนายทีเ่กิดข้ึนในชว่งการทดสอบ
ข้อมูล ซึ่งจะช่วยในการพิจารณาว่าตัวแบบการทำนายนี้มีข้อผิดพลาดมากน้อยแค่ไหนต่อชุด ข้อมูลที่ ได้น ำมาทำ
การทดสอบ ในส่วนของสมการที่ (5) เป็นสมการสำหรับบ่งบอกถึงความถูกต้องของโมเดลว่ามีการทำนายออกมาที่
ถูกต้องแค่ไหนซึ่งสามารถแปลผลค่าได้ดังนี้ 
 - R-squared = 1: บ่งบอกถึงความถูกต้องของข้อมูลจากตัวแบบการทำนายที่ทำนายออกมาได้อย่างครบ
ท้วนทั้งหมด 
 - R-squared = 0: บ่งบอกว่าตัวแบบไม่มีความถูกต้องในการทำนายข้อมูลออกมาเลยทั้งหมด 
 จึงเป็นข้อสรุปได้หากตัวแบบมีความใกล้เคียงกับค่า R-squared ที่เป็น 1 มากเท่าไหร่ก็หมายถึงตัวแบบมี
ความถูกต้องของข้อมูลที่ทำนายออกมามากเท่านั้น ในทางกลบักันหากมีค่า R-squared ที่ใกลเ้คียงกับคา่ 0 มากเท่าไหร่ 
ก็บ่งบอกถึงประสิทธิภาพของตัวแบบที่ความแม่นยำและความถูกต้องของข้อมูลที่น้อยลงไป  Adjusted R-squared 
จากสมการที่ (6) ก็เช่นกันในการทดสอบและสรุปผลก็ใช้ค่า 0 และ 1 แบบเดียวกันกับส่วนของ R2 โดยในส่วนของ 
Adjusted R-squared จะนำมาใช้เพ่ืออธิบายกรณีมีตัวแปรอื่นเพ่ิมเข้ามาว่าตัวแบบนั้นจะมีค่าคะแนนที่เพ่ิม ข้ึนหรือ
ลดลงจากค่า R2 หรือไม่ ในกรณีที่มีการเพ่ิมข้ึนจะหมายถึง ตัวแปรที่เพ่ิมเข้ามามีส่วนในการเพ่ิมประสิทธิภาพ ในกรณี
ที่ลดลงหมายถึงตัวแปรนั้นไม่สอดคล้องกัน 
 

ผลการวิจัย 
1. จากการศึกษาตัวแบบ LSTM พบว่าตัวแบบมีประสิทธิภาพในการทำนายข้อมูลสูง ทั้งยังมีความสามารถ

ในการคัดแยกข้อมูลที่ถูกต้องเหมาะสมและสามารถจัดการกับข้อมูลจำนวนมากที่เป็นข้อมูลในรูปแบบของลำดับเวลา
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ได้ดีมาก จากการศึกษางานวิจัยข้างต้นยังพบว่าประสิทธิภาพการทำนายของตัวแบบการทำนาย LSTM ทำได้
ดีกว่าตัวแบบการทำนาย RNN ในด้านข้อมูลที่เกี่ยวข้องกับลำดับเวลาที่มีความยาวนาน เมื่อทำการทดลองและพัฒนา
ตัวแบบสำหรับการทำนาย LSTM ด้วยกระบวนการ Random Search สำหรับการปรับแต่งค่า Hyperparameter 
และออกแบบโครงสร้างของตัวแบบการทำนาย LSTM สามารถช่วยให้หาค่า Hyperparameter ที่เหมาะสมกับ
การสร้างตัวแบบการทำนาย LSTM ก ่อนจะทำการออกแบบขึ ้นมา ผลสรุปค่าคะแนน Best score หล ังการทำ 
Random Search ที่นำมาใช้อยู่ที่ 0.9934 ซึ่งเป็นคะแนนที่ดีที่สุด ที่ได้จากการทำ Random Search จำนวน 9 รอบ 
และด้วยค่าคะแนนที่มากถึง 0.9934 สามารถบอกได้ว่าการกำหนดค่า Hyperparameter นี้เป็นการกำหนดค่าที่ดี
และเหมาะสมที่สุดเพ่ือการสร้างตัวแบบ LSTM โดยแสดงออกมาในตารางที่ 2  

 

ตารางที่ 2 ผลคะแนนและจำนวนรอบในการทำ Random Search 
ครั้งที่ 1 2 3 4 5 6 7 8 9 

คะแนน 0.084 0.783 0.9 0.321 -0.037 0.9934 0.786 -2.694 0.727 
*หมายเหตุ: ค่าคะแนนครั้งที่ดีที่สุดคือ 0.9934 พบในการทดลองครั้งที่ 6  
 

ในการทดลองพัฒนาตัวแบบการทำนาย LSTM ผ ู ้วิจัยได้นำข้อมูลกลุ่มตัวอย่างจากปัจจัยภายใน นำเข้า
กระบวนการเรียนรู้และทำการทดสอบประสิทธิภาพของตัวแบบการทำนาย LSTM เพ่ือดูประสิทธิภาพของตัวแบบ
การทำนาย LSTM ว่าสูงแค่ไหน ก่อนจะนำข้อมูลกลุ่มตัวอย่างปัจจัยภายนอกเข้ามาสู่กระบวนการ เรียนรู้และ
การทดสอบประสิทธิภาพต่อไป โดยผลจากการทดลองพัฒนาและทำการทดสอบตวัแบบการทำนาย LSTM จากข้อมูล
กลุ่มตัวอย่างปัจจัยภายใน ได้ผลการทำนายประสิทธิภาพออกมาในรูปแบบกราฟเส้นที่ประกอบไปด้วยสองเส้นสีคือ 
เส้นสีส้มที่แสดงชุดข้อมูลการทำนาย (Predicted Data) และเส้นสีน้ำเงินที่แสดงชุดข้อมูลจริง (Actual Data)  

 

 
ภาพที่ 3 ผลการทดสอบจากข้อมูลกลุ่มตัวอย่างปัจจัยภายใน 

 จากภาพที่ 3 จะเห็นว่าเส้นสีส้มแทบจะทับเส้นสีน้ำเงินไปทั้งหมด สามารถสรุปได้ว่าตั วแบบการทำนาย 
LSTM ที่ใช้ข้อมูลจากกลุ่มตัวอย่างปัจจัยภายในนำเข้ามาสู่กระบวนการเรียนรู้และทดสอบมีประสทิธิภาพความถูกต้อง
ที่สูงมาก ทั้งนี้เมื่อทำการพิจารณาจากค่าอื่น ๆ เพ่ิมเติมจะเห็นว่ามีค่าที่แสดงถึงข้อผิดพลาดของการทำนายอ ย่าง 
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MSE, MAE และ RSME ที่ต่ำมาก ทั้งนี้ค่า Standard Deviation ก็ยังต่ำเพียง 6.168 ซึ่งบ่งบอกถึงการเบี่ยงเบนข้อมูล
ที่น้อย และในส่วนของค่า R2 ที่มีค่าถึง 0.9993 ซึ่งเป็นตัวเลขที่มีความใกล้เคียงกับค่า 1 มาก ทำให้บอกได้ถึงประสิทธิภาพ
ของความถูกต้องและความแม่นยำของตัวแบบการทำนายนี้ที่สูงมาก โดยค่าเหล่านี้จะถูกแสดงในตารางที่ 3 
 

ตารางที่ 3 ผลการทดสอบตัวแบบการทำนาย ปัจจัยภายใน 
ค่าชี้วัด R2 Adjusted R-squared RMSE MSE MAE Standard Deviation 
คะแนน 0.9993 0.9992 0.1682 0.0283 0.1248 6.168 

 

2. ผลจากการทดสอบและวัดผลประสิทธิภาพของตัวแบบการทำนาย LSTM จากข้อมูลกลุ่มตัวอย่างปัจจัย
ภายนอก พบว่ามีผลประสิทธิภาพความแม่นยำที่สูงและข้อผิดพลาดที่ต่ำ หากทำการพิจารณาจากภาพที่ 4 เป็นค่า
ข้อมูลตั้งแต่ค่าต่ำสุดถึงค่าสูงสุด แทนข้อมูลจริงด้วยด้วยจุดสีม่วงที่ทาบลงบนเส้นปะในภาพ และแทนด้วยข้อมูล
การทำนายที่แทนด้วยเส้นปะ สะท้อนให้เห็นว่าตัวแบบการทำนาย LSTM ที่ได้ทำการเรียนรู้และทดสอบจากข้อมูล
กลุ่มตัวอย่างปัจจัยภายนอกนั้นมีความถูกต้องของข้อมูลและความแม่นยำที่สูงมากจากการทำนายเพราะเส้นปะที่แทน
ข้อมูลจากการทำนายแทบจะลากทับจุดสีม่วงที่แทนข้อมูลจริงไปเกือบทั้งหมด  

 

 
ภาพที่ 4 การจับกลุ่มกันของข้อมูล 

 

เมื่อทำการแสดงผลในรูปแบบกราฟเส้นสีจะมีลักษณะที่คลา้ยกันกับภาพที่ 3 ทั้งทิศทางข้อมูลและความถูกตอ้ง 
ซึ่งคล้ายกันมากจนยากจะแยกออกแต่หากดูในส่วนของค่าตัวเลขจากตารางที่ 4 เทียบกันกับตารางที่ 3 จะเห็นถึง
ความแตกต่างด้านตัวเลข ทั้งนี้พบค่าความผดิพลาดอย่าง MSE อยู่ที่ 0.0295, MAE อยู่ที่ 0.1279 และค่า RMSE อยู่เพียง 
0.1719 ซึ่งเป็นตัวเลขที่ต่ำมาก โดยสามารถสรุปจากชุดตัวเลขทั้ง 3 ได้ว่า ตัวแบบการทำนาย LSTM นั้นมีข้อผิดพลาด
ที่น้อยมาก และเมื่อได้ทำการพิจารณาเพ่ิมเติมจากค่า Standard Deviation ที่น้อยเพียง 6.1601 ที่บ่งบอกถึงค่า
การเบี่ยงเบนที่น้อย ทั้งยังมีค่า R2 ที่สูงถึง 0.9992 และค่า Adjusted R-squared  ที่สูงถึง 0.9991 โดยค่าดังกล่าวมานี้
มีความเข้าใกล้กับค่า 1 มาก พิสูจน์ได้ว่าตัวแบบการทำนาย LSTM นี้มีประสิทธิภาพความแม่นยำและความถูกต้องทีส่งู 
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มีข้อผิดพลาดที่น้อยดังแสดงในตารางที่ 4 ที่ได้แสดงผลการทดสอบประสิทธิภาพของตัวแบบการทำนาย LSTM จาก
ปัจจัยภายนอก 

 

ตารางที่ 4 ผลการทดสอบตัวแบบการทำนาย ปัจจัยภายนอก 
ค่าชี้วัด R2 Adjusted R-squared RMSE MSE MAE Standard Deviation 
คะแนน 0.9992 0.9991 0.1719 0.0295 0.1279 6.1601 

 

3. เมื่อได้ผลจากการฝึกสอนและทดสอบการทำนายของตัวแบบการทำนาย LSTM แล้วก็จะนำค่าต่าง ๆ  มาทำ
การเปรียบเทียบถึงความใกล้เคียงกันของผลการทดสอบประสิทธิภาพการทำนาย โดยจะใช้ผลจากการทดสอบ
ประสิทธิภาพของตัวแบบการทำนาย LSTM ด้วยปัจจัยภายนอกและผลการทดสอบจากตัวแบบการทำนาย LSTM 
จากปัจจัยภายใน พบว่ามีค่าตัวเลขที่ใกล้เคียงกันมาก เมื่อได้นำผลจากตารางที่ 3 และตารางที่ 4 มาแสดงจัดเรียงใหม่
ให้อยู่ในรูปแบบของตารางแสดงผลการทำนายจากตัวแบบการทำนายทั้ง 2 ตัว จะเห็นว่าตัวแบบการทำนาย LSTM 
ทั้ง 2 ตัวที่ถูกพัฒนาข้ึนมานี้มีประสิทธิภาพที่แตกต่างกันไม่มากดังที่แสดงในตารางที่ 5 หลังจากได้ผลการทดสอบ
ประสิทธิภาพของตัวแบบการทำนายทั้ง 2 ตัวแบบและนำมาจัดวางใหม่ในรูปแบบของตารางที่ 5 จะพบว่าตัวแบบ
การทำนายทั้งสองมีประสิทธิภาพที่ใกล้เคียงกันมากในด้านของค่าคะแนนอย่าง R2 และ Adjusted R-squared 
ซึ่งต่างกันเพียงแค่ 0.0001 เท่านั้น ทั้งนี้ค่าคะแนนในด้านของความผิดพลาดอย่าง RMSE ที่ห่างกันเพียง 0.0037 
ค่าคะแนนจาก MSE ที่ห่างกันเพียง 0.0012 และค่า MAE ของตัวแบบการทำนาย LSTM จากทั้งปัจจัยภายในและ
ปัจจัยภายนอกก็ห่างกันเล็กน้อยเพียง 0.0031 เท่านั้นซึ่งจะเห็นได้ชัดถึงความแตกต่างของค่าทั้งหมดผ่านตารางที่ 5 
ทั้งนี้จากการพิจารณาจากค่าเบี่ยงเบนของข้อมูลอย่างค่า Standard Deviation ก็แทบจะมีความเท่ากัน จนเกือบ
ทั ้งหมดโดยมีความแตกต่างกันระหว่างตัวแบบการทำนาย LSTM จากทั ้งปัจจัยภายในและปัจจัยภายนอกเพียง 
0.0079 

 
ตารางที่ 5 ผลการเปรียบเทียบประสิทธิภาพ LSTM 
ค่าชี้วัด ปัจจัยภายใน ปัจจัยภายนอก ค่าความแตกต่าง 
R2 0.9993 0.9992 0.0001 
Adjusted R-squared 0.9992 0.9991 0.0001 
RMSE 0.1682 0.1719 0.0037 
MSE 0.0283 0.0295 0.0012 
MAE 0.1248 0.1279 0.0031 
Standard Deviation 6.168 6.1601 0.0079 

  
 โดยสรุป ตัวแบบการทำนาย LSTM ที่ถูกพัฒนาข้ึนมานี้ไม่ว่าจะเป็น ตัวแบบการทำนาย LSTM จากข้อมูล
กล ุ ่มต ัวอย่างปัจจัยภายนอกหรือตัวแบบการทำนาย LSTM จากข้อมูลกล ุ ่มต ัวอย่างปัจจัยภายใน ทั ้งสองมี
ประส ิทธิภาพความถูกต้องและความแม่นยำจากผลการทำนายที ่สูงเกิน 90% โดยจะเห็นได้จากค่า R2 ท ี ่ม ีความ
ใกล้เคียงกับค่า 1 ด้วยค่าคะแนนที่สูงถึง 0.9992 สำหรับปัจจัยภายนอกและ R2 ที่สูงถึง 0.9993 สำหรับปัจจัยภายใน 



วารสารศรีปทุมปริทัศน์ ฉบับวิทยาศาสตร์และเทคโนโลยี  ปีที่ 16 มกราคม - ธันวาคม 2567 
Sripatum Review of Science and Technology Vol.16 January – December 2024 

ปัญญา เช่ียวชาญ เบิกบาน คุณธรรม  
Intellectual, Professional, Cheerfulness, Morality 

68 
 

ทั้งยังมีค่า Adjusted R-squared ที่มีความใกล้เคียงกันกับค่า 1 เช่นเดียวกันกับค่า R2 โดยในส่วนของค่าคะแนนตัว
แบบการทำนาย LSTM จากข้อมูลกลุ่มตัวอย่างปัจจัยภายในทำคะแนนได้ที่ 0.9992 และในส่วนของค่าคะแนนจากฝั่ง
ตัวแบบการทำนาย LSTM จากข้อมูลกลุ่มตัวอย่างปัจจัยภายนอกทำได้ 0.9991 ซึ่งไม่ว่าจะค่าคะแนนจากทางฝั่ง R2 
หรือค่าคะแนนจากฝั่ง Adjusted R-squared ตัวแบบการทำนาย LSTM จากปัจจัยภายในและภายนอกนั้นก็สามารถ
ทำคะแนนได้สูงทั้งยังมีค่าข้อผิดพลาดอย่าง RMSE, MSE และ MAE ที่ต่ำมากอีกด้วย แสดงให้เห็นว่าตัวแบบที่ ถูก
พัฒนานี้มีประสิทธิภาพที่สูงและแบบสอบถามจากปัจจัยภายนอกที่ผู้วิจัยได้ออกแบบข้ึนมา มีประสิทธิภาพสามารถ
นำไปใช้ร่วมกับแบบสอบถามปัจจัยภายในได้เพราะมีความสอดคล้องกันทางปัจจัยโดยสามารถดูได้จากค่าคะแนนของ
ตัวแบบการทำนายในส่วนของค่า R2 และค่าคะแนน Adjusted R-squared ที่ทำคะแนนออกมาได้แทบไม่ต่างกันเลย
และจากภาพที่ 3 และ ภาพที่ 4 ที่มีรูปแบบของข้อมูลที่ค่อนข้างใกล้เคียงกันมาก 
 
อภิปรายผล 

1. การศึกษาและการพัฒนา LSTM 
ด้วยประสิทธิภาพในการจัดการกับข้อมูลในรูปแบบลำดับเวลาของตัวแบบการทำนาย LSTM สามารถทำได้

ดีกว่าตัวแบบในการทำนาย RNN จาการศึกษาบทความต่าง ๆ และรูปแบบของข้อมูลกลุ่มตัวอย่างจากปัจจัยภายในที่
เป็นชุดข้อมูลในรูปแบบลำดับเวลาที่มีจำนวนมากถึง 400 ตัวอย่าง ทำให้การเลือกพัฒนาตัวแบบ LSTM จึงเหมาะสม
กับงานวิจัยนี้มากกว่าตัวแบบการทำนาย RNN ที่เป็นต้นแบบก่อนถูกพัฒนาของตัวแบบการทำนาย LSTM ในด้าน
การพัฒนาพบว่าค่าคะแนนที่ได้จากการทำ Random Search ที่มีข้อดีในสำรวจพ้ืนที่พารามิเตอร์กว้าง สามารถค้นหา
ชุดค่าพารามิเตอร์ที่เหมาะสมได้แม้ในพ้ืนที่ที่มีมิติสงู ทำให้ปรับแต่งค่า Hyperparameter ที่ดีที่สุดสำหรับการออกแบบ
และกำหนดโครงสร้างของ LSTM ด้วยค่า Best Score ที่มากถึง 0.9934 ในตารางที่ 2 ซึ่งเป็นค่าคะแนนที่มากที่สุด
สำหรับการทดสอบเพ่ือหาชุด Hyperparameter ในครั้งนี้  

เมื่อได้ทำการออกแบบตัวแบบการทำนาย LSTM ด้วยชุดข้อมูลจากกลุ่มตัวอย่างปัจจัยภายใน พบว่ามีค่า
ความผิดพลาดอย่าง MSE, RMSE และ MAE ที่ต่ำมาก โดยมีความห่างจากค่า 1 จากที่นำมาแสดงในตารางที่ 3 ด้วย
ค่าคะแนน MSE เพียง 0.0283 ค่าคะแนน RMSE = 0.1682 และค่า MAE เพียง 0.1248 จากการทดสอบประสิทธิภาพ 
ในการทดสอบยังพบค่าคะแนน R2 ที่สูงถึง 0.9993 หมายความว่าตัวแบบการทำนาย LSTM มีความแม่นยำสูงใน
การทำนายผลลัพธ์จากตัวแปรที่ใช้อยู่และสามารถอธิบายความแปรปรวนของข้อมูลได้ถึง 99.93% ซึ่งจะสอดคล้องกบั
ภาพที่ 3 ที่แสดงถึงรูปแบบของเส้นข้อมูลจริงที่ถูกเส้นข้อมูลที่ได้จากการทำนายวาดทับไปจนเกือบทั้งหมด และเมื่อได้
ทำการพิจารณาจากค่า Adjusted R-squared ในตารางที่ 3 จะพบว่ามีค่าคะแนนที่สงูถึง 0.9992 หรือ 99.92% บ่งบอก
ถึงความใกล้เคียงกับค่า 1 หรือความถูกต้อง 100% ของตัวแบบการทำนาย LSTM ทะว่าค่า Adjusted R-squared 
กลับมีค่าลดลงเล็กน้อยจาก R² ทำให้ทราบว่าตัวแปรอื่นที่เพ่ิมเข้ามาสำหรับการทดสอบคำนวณหาค่าของ Adjusted 
R-squared ไม่ได้ช่วยให้ตัวแบบมีประสิทธิภาพมากข้ึนแต่อย่างใด ทะว่าด้วยตัวเลขที่ลดลงไปเพียง 0.01% ก็ไม่ใช่
ตัวเลขที่มากนักจึงสรุปได้ว่าจะมีตัวแปรเพ่ิมข้ึนหรือลดลงก็ไม่ส่งผลกระทบใด ๆ กับตัวแบบทำนาย LSTM นี้ 

2. การทดสอบประสิทธิภาพ LSTM 
 จากผลการทดสอบประส ิทธิภาพตัวแบบการทำนาย LSTM ในภาพที ่ 4 สามารถอธิบายถึงทิศทางและ
รูปแบบของข้อมูลการทำนายที่เคลื่อนตัวไปในทิศทางเดียวกันกับข้อมูลจริงได้ดี แม้จะมีข้อผิดพลาดอยู่บ้าง แต่ก็อยู่ใน
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ระดับที่สามารถยอมรับได้เนื่องจากข้อผิดพลาดมีความน้อยมากเมื่อเทียบกับผลทีไ่ด้มา หากพิจารณาจากตัวเลขจะพบ
ค่าข้อผิดพลาดอย่าง RMSE = 0.1719, MSE = 0.0295 และ MAE = 0.1279 ในรูปแบบตัวเลขจะเห็นได้ชัดเจนย่ิงข้ึน
ถึงความเล็กน้อยของข้อผิดพลาด ในส่วนของค่าการเบี่ยงเบน (Standard Deviation) ของข้อมูลที่วัดผลออกมาได้ 
6.1601 ค่อนข้างจะมีความเบี่ยงเบน ถึงแบบนั้นตัวแบบการทำนายก็ยังสามารถทำค่าคะแนนในส่วนของ R2 ได้ดีถึง 
99.92% สำหรับความถูกต้องและแม่นยำของข้อมูลที่ทำนายออกมาและค่า Adjusted R-squared ที่สูงถึง 99.91%  

แม้ว่าจะมีตัวเลขที่ลดลงในส่วนของค่า Adjusted R-squared ตกลงไป 0.01% ทำให้ค่าคะแนนในส่วนนี้
เหลือเพียง 99.91% อันเกิดจากการเพ่ิมตัวแปรอื่นเข้าไป ในที่นี้คือผลรวมคะแนนค่าความเสี่ยงโรคซึมเศร้า แต่ด้วย
ความต่างระหว่างค่า R2 และ ค่า Adjusted R-squared เพียงเล็กน้อย สามารถสรุปได้ว่าการเพ่ิมปัจจัยอื่นเข้าไปจะ
ไม่ส่งผลต่อความแม่นยำของตัวแบบการทำนาย ซึ่งเป็นผลดีสำหรับตัวแบบการทำนายนี้ เนื่องจากการเพ่ิมปัจจัยที่ทำให้
เกิดความต่างของค่า R2 และ ค่า Adjusted R-squared ที่แตกต่างกันมากจนเกินไปสามารถกระทบต่อผลการทำนาย
และรูปแบบทิศทางของข้อมูล เป็นเหตุทำให้ตัวแบบการทำนาย LSTM มีความน่าเชื่อถือลดลง 

3. การเปรียบเทียบประสิทธิภาพ LSTM 
 จากผลการวิจัยที่ได้นำผลการทดสอบประสทิธิภาพการทำนายจากตัวแบบการทำนาย LSTM จากข้อมูลกลุ่ม
ตัวอย่างปัจจัยภายนอก และตัวแบบการทำนาย LSTM จากข้อมูลกลุ่มตัวอย่างปัจจัยภายใน มาเปรียบเทียบกันใน
ตารางที่ 5 จะเห็นว่ามีความแตกต่างกันระหว่างค่า R2 ที่เป็นค่าคะแนนความถูกต้องและความแม่นยำของตั วแบบ
การทำนาย LSTM จากตัวแปรที่มีอยู่และค่า Adjusted R-squared ที่เป็นค่าคะแนนที่หาความถูกต้องและความแม่นยำ
ของตัวแบบการทำนาย LSTM จากการเพ่ิมตัวแปรตามโดยในที่นี้จะใช้ผลคะแนนจากแบบสอบถาม ซึ่งพบว่าค่าทั้งค่า 
R2 และค่า Adjusted R-squared มีค่าคะแนนที่ต่างกันเพียง 0.0001 หรือ 0.01% ซึ่งสามารถบอกได้ว่า ตัวแบบ
การทำนาย LSTM จากข้อมูลกลุ่มตัวอย่างปัจจัยภายใน สามารถอธิบายความแปรปรวนได้มากกว่าตัวแบบการทำนาย 
LSTM จากข้อมูลกลุ่มตัวอย่างปัจจัยภายนอก แต่ความแตกต่างนั้นจะเห็นได้ว่ามีความห่างกันน้อยมาก แสดงว่าโมเดล
ทั้งสองมีความแม่นยำใกล้เคียงกันมาก โดยการที่ค่า R² และ Adjusted R-squared ต่างกันเพียงเล็กน้อยบ่งบอกว่า
การใช้ปัจจัยภายในและการใช้ปัจจัยภายนอกทั้งสองประเภทสามารถทำนายผลลัพธ์ได้ดีและไม่มีความแตกต่ างที่ มี
นัยสำคัญในเชิงสถิติระหว่างตัวแบบการทำนาย LSTM ทั้งสอง 
 ทั้งนี้เมื่อได้ดูจากข้อผิดพลาดอย่างค่า RMSE, MSE และค่า MAE จะพบว่าค่าคะแนนทั้งสองของทั้งตัวแบบ
การทำนาย LSTM จากชุดข้อมูลกลุ่มตัวอย่างปัจจัยภายในและตัวแบบการทำนาย LSTM จากชุดข้อมูลกลุ่มตัวอย่าง
ปัจจัยภายนอกพบว่ามีค่าคะแนนที่ต่ำมากบ่งบอกถึงข้อผิดพลาดที่น้อยและเมื่อนำมาเปรียบเทียบกันจะทำให้เห็นว่า
ตัวแบบการทำนาย LSTM ทั้งสองตัวมีค่าคะแนนความผิดพลาดที่ต่างกันน้อยมากเช่นกัน ถึงแม้ว่าค่า RMSE, MSE, 
และ MAE ของการทำนายจากตัวแบบการทำนาย LSTM จากข้อมูลกลุ่มตัวอย่างปัจจัยภายใน มีค่าที่ต่ำกว่าปัจจัย
ภายนอกในทุกตัวชี้วัด ซึ่งหมายความว่าตัวแบบการทำนาย LSTM ที่ใช้ข้อมูลกลุ่มตัวอ ย่างจากปัจจัยภายในมี
ความแม่นยำในการทำนายสูงกว่าปัจจัยภายนอกเล็กน้อย ความแตกต่างระหว่างตัวแบบการทำนาย LSTM จากข้อมูล
กลุ่มตัวอย่างปัจจัยภายในและตัวแบบการทำนาย LSTM จากข้อมูลกลุม่ตัวอย่างปัจจัยภายนอกในทุกค่าชีวั้ดนั้นน้อยมาก 
จึงสรุปได้ว่าตัวแบบการทำนายทั้งสองให้ผลการทำนายที่ใกล้เคียงกัน แต่ปัจจัยภายในยังคงมีความแม่นยำสู งก ว่า
เล็กน้อยด้วยค่าตัวเลขของ RMSE ที่มากกว่าถึง 0.0037 และค่า MSE ที่มากกว่าถึง 0.0012 ทั้งนี้ในส่วนของค่า MAE 
เองก็สามารถทำคะแนนออกมาได้น้อยกว่าตัวแบบการทำนาย LSTM จากข้อมูลกลุ่มตัวอย่างปัจจัยภายนอก 0.0031 
ทั้งนี้แม้ว่าจะมีความห่างกันของข้อผิดพลาดและตัวแบบการทำนาย LSTM จากข้อมูลกลุ่มตัวอย่างปัจจัยภายนอกจะ
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ผิดพลาดมากกว่าอย่างที่ได้กล่าวไปข้างต้น แต่โดยรวมแล้วด้วยข้อผิดพลาดที่ได้นำมาแสดงก็สามารถสรุปได้ว่าไม่ค่อย
มีความแตกต่างกันมากระหว่างทั้งสองตัวแบบการทำนาย LSTM ที่ได้นำผลมาแสดงและเปรียบเทียบใน งานวิจัยนี้ 
ทั้งยังอธิบายได้ถึงความสอดคล้องกันของแบบสอบถามระหว่างแบบสอบถามปัจจัยภายใน และแบบสอบถามปัจจัย
ภายนอก หลังจากได้ทำการปรับค่าเกณฑ์คะแนนทั้งสองให้อยู่ในระดับที่เท่ากันด้วยเกณฑ์อันเป็นมาตราฐาน สรุปได้
ว่าผลการทำนายของทั้งสองตัวแบบการทำนาย LSTM สอดคล้องกันเมื่อดูจากทิศทางของข้อมูลในภาพที่ 3 กับภาพที่ 4 
ร่วมด้วยในการพิจารณาถึงประสิทธิภาพและความสอดคล้องกันของผลการทำนาย สามารถนำงานวิจัยไปพัฒนาตอ่ยอด 
เพ่ือใช้ทำนายภาวะเสี่ยงต่อการเกิดโรคซึมเศร้าได้แม่นยำข้ึน 
 

ข้อเสนอแนะ 
 1. ข้อเสนอแนะในการนำผลวิจัยไปใช้ 
 1.1 เมื่อได้ผลจากตัวแบบการทำนายแล้วควรนำผลไปวิเคราะห์เพ่ิมเติมเพ่ือการกำหนดกรอบนโยบาย
สำหรับการป้องกันหรือเยียวยา ช่วยเหลือกลุ่มเสี่ยงดังกล่าวได้อย่างถูกต้อง เหมาะสม เพ่ือป้องกันกรณีเลวร้ายที่จะ
เกิดข้ึนต่อกลุ่มเสี่ยงดังกล่าวในอนาคต 
 1.2 ตัวแบบการทำนาย LSTM นั้นมีประสิทธิภาพในการทำนายที่สูงทั้งนี้สามารถนำไปปรับ ใช้กับงาน
ต่าง ๆ ที่เกี่ยวข้องกับการทำนายได้ดีอาทิ การทำนายทิศทางราคาหุ้นหรือการทำนายต่าง ๆ ที่มีชนิดของข้อมูลหรือ
ทิศทางของข้อมูลในรูปแบบช่วงเวลาหรือลำดับเวลา 
 1.3 เมื่อนำผลการทำนายไปใช้ในการพัฒนาตัวแบบการทำนาย ควรระมัดระวังตัวแปรที่ จะนำมาใช้ 
เนื่องจากตัวแปรที่มากเกินไปอาจกระทบต่อประสิทธิภาพการทำงานของตัวแบบได้ 
 2. ข้อเสนอแนะในการวิจัยคร้ังต่อไป 
 2.1 ในการวิจัยครั้งนี้มีจำนวนกลุ่มตัวอย่างทั้งสิ้น 400 ตัวอย่าง สำหรับการฝึกสอนและการทดสอบ
และได้ผลการทำนายความถูกต้องที่ถือว่ามีความถูกต้องสูง หากว่าทำการเพ่ิมจำนวนชุดตัวอย่างในการเรียนรู้ และ
การทดสอบ จะทำให้เห็นผลที่มีความผิดพลาดน้อยลง 
 2.2 ในบางกรณีตัวอย่างนั้นปัจจัยภายนอกอาจเป็นปัจจัยที่ส่งผลกระทบให้เกิดความเสี่ยงที่จะ เกิดโรค
ซึมเศร้าได้น้อยควรใช้ผลการวินิจฉัยจากแพทย์ผู้เชี่ยวชาญในการประกอบการทำนายหรือวัดผลซึ่งจะทำให้ตั วแบบมี
ประสิทธิภาพที่ดีข้ึน 
 2.3 ควรมีการศึกษาและเก็บตัวอย่างจากบุคคลที่อยู่ในเขตจังหวัดใกล้เคียงกับกรุงเทพมหานคร  
เพ่ือการทดสอบและวัดผลถึงปัจจัยภายนอกที่อาจขยายตัวส่งผลถึงจังหวัดใกล้เคียง 
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