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Abstract

This research aims to develop a deep learning model for cactus species classification and
evaluate its accuracy. Three popular deep learning models—ResNet34, VGG16 and MobileNetV3—
are trained on a dataset of 4,512 images representing 10 cactus species that are popular among
consumers, based on data from cactus shops in Mueang Nakhon Ratchasima district, Nakhon
Ratchasima province. The dataset is augmented through various image transformations to increase
its size and diversity, allowing the model to learn better and avoid overfitting. The training process
includes hyperparameter tuning and the application of the one-cycle policy to adjust the learning
rate and momentum for optimal weight adjustment using backpropagation. The evaluation results
on the validation dataset show that MobileNetV3 achieves the highest accuracy of 91.36%, with
precision, recall and f-measure values of 91.46%, 91.36%, and 91.20%, respectively. When tested
on an unseen dataset of 400 images to assess the model's performance in real-world scenarios, the

expert-verified cactus species classification accuracy reaches 81.50%.
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1) Msa$1sTlaeeegarinm (Bag of Visual Words: BoVW) wndsmdndenisidsudeyanmiu
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aesning udnhuairaduadsdinim (Dictionary of visual words) titeldszydsiiusingluusaziale
rouazgniluyszgndldiunissuunamislumainuanelaiy

2) Msulasflaesfinmusioniaiudsuaina (Scale-nvariant Feature Transform: SIFT) wag e
fasuanudas aAmusiensildsuulas (Speeded-Up Robust Features: SURF) Safumaiianisanin
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Auanuin tnsluna ResNet3d Usznouludae 34 Fu Tneldlassadavosudondiusig (Residual
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2) Tuwna VGG16 (Simonyan & Zisserman, 2014) dofundsluaninenssilasstneuszami oy
wueeulgduiinseonwuulasaisedraduszuy Weliannsrienginagidinesiddyanaild
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3) Tuina MobileNetv3 WWudnniduaninonssulaseheuszamifissuuuneuligiuiieanuuuin
Widanungvinia lngluina MobileNetv3 gnusuusauwasiniuanidnenssuanlanna MobileNet Junaumth
Tneldnssuiunisdumandnenssulaseieyszamidion (Neural Architecture Search: NAS) finga
fgndmsunisldnuuugunsainnm (Howard et al, 2019) arudnwazdfayAonsltimaianeulagduuen
dumunudn (Depthwise separable convolutions) ﬁﬂLL&Jﬂmiﬁwmmﬂauhqsﬁ’uaam‘fJuaaaﬁ’m lawn
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Frsiumnsneiu g Sae-Lim et al. (2019) Yiausuumnanissuunyszamaidouiima (Skin lesion)
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1) n15im3sugUnmnoun15UsENIaNa (Data preparation) 10813 191115590 TINFUN NV
nszvaunYs 10 Meiusildsuarudenanduilnanndeyave umenssue wnvsluiiuiisnaaifio
UATTWALN JrIaUATTI¥ALNGIWI 4 57U Usznauaae Astrophytum, Lady finger, Camrmenae, Yellow tower,
Mammillaria bocasana, Owl eye, Mammillaria oldman, Gymnocalycium , Duweii La g Mammillara
humboldtii elegans ﬁi’smaﬂﬂaﬂmwﬁ%’aiﬂﬂl%ﬂé’aﬂmiﬁWﬁﬁ@ﬁ@hﬂﬁdﬂﬁJmmwuaammﬁﬁiwzmq

NNFosUsEII 10-20 wuRunsluiianig uasuasediuandeiy vwavesgunmnmanlasun1susuld

fianwandendu 224224 finwa s9isEU 4,512 7 FeggunmMuBINsTUaNNYs 10 areiudildly

Astrophytum Lady finger Carmenae Yellow tower Mammillaria

bocasana

Owl eye Mammillaria Gymnocalycium Duweii Mammillaria

oldman humboldtii
elegans

AT 1 fegegunmueansEUaanes 10 aeiugildlunuyided

NN 1 Mswseuguninneuntsusyitana g ilunisuusdeyanie7sn1sdu (Random
sampling) eanilugadeyafiniu (Training set) $oeaz 80 dwsunisiindunuudiaes uazyadoyansivdeu
(Validation set) $aae 20 dmsunsasulsednaninvedsaslumalumsduunaenugnssuaunys A
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M1597 1 F1UUFUNMNNTTUDUNYSUsaz AU

72
k%4 0d k74

y UayanIvan Uayarniy JayansIvEeu

e (a7 w) (a7 w) (")

1) Astrophytum 484 387 97
2) Lady finger ara 379 95
3) Carmenae 430 344 86
4) Yellow tower 448 358 90
5) Mammillaria bocasana 433 346 87
6) Owl eye 461 369 92
7) Mammillaria oldman 440 352 88
8) Gymnocalycium 456 365 91
9) Duweii 444 355 89
10) Mammillaria humboldtii elegans 442 354 88
33 4,512 3,610 902

M8 1 nsedngUnmnieunsUszanadzi U RIUNsAnuasUnIman fuaty
(Image augmentation) ifuwafiafitefismuinvesndeyalnonisulasgunimdslivainvai suin u
(Perez & Wang, 2017) tagliuuuiassdsunudnuuzddyvessunmldfuuaslidumemnzaatusunm
LLUUSLG]LL‘UU‘Wij\‘lmmﬁuW dau%mwaammmwuaz%’mms%’aa&a (Data verification and management)
Tnedunsmasuguamanyadeyaludadiuiesas 10 veswugunmluwiazaneiug Wensmasuiie
Aduhduunaeiugnszveanyslagnaswseld mnnuhligndedvidniunisudlalug

2) msindulunauaznisanenandeundu (Model training and backpropagation) uideiinann
lawesmsiwes (Hyperparameter) Wuanfirmualiasms (Manually set) deunisiindulunauazll
ansaseusldandoya Tumsiindulaseedszamiiounuuneulgdu fmnsed 2 iedudouls

Tun1sneaeulitinnuaenndesiulunnaiu wagaiunsalSeudisunadnsliognauntete

M13197 2 nseaentaesmaiweivdntunisnisiindulasaneyssaniiensuuaeulg

laweaswisdimas Anfitmiun
No. of convolutional layers 2
No. of pooling layers 2
Activation function for convolutional layers Relu
Stride 1
Padding Same
Hidden layers 3
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A1519% 2 (70)

lawasniniiwas Anfinnnun
Activation function for FC layers Relu
Activation function for the output layer Softmax
Loss function Categorical crossentropy
Metric Accuracy
Optimizer Adam
epochs 10
Batch size 128

NNA15NIN 2 NMsasanlawesinaiined Usenaume S1uiurestureuligiu (No. of convolutional

[

layers) Fadutundniiviefsnnudnuny (Features extraction) ddayainam ﬁwuaum@q%umaaa (No. of
pooling layers) Lﬁyasu'wammmaﬁmga (Down-sampling) LAzl uANAMUs aauLUsU Ul
ToyanIm Wﬁ%’uﬂszﬁuﬁfm%’u%guﬂauhau%’u (Activation function for convolutional layers) §392eiiia
auliifuiFadu (Non-linean) lulasseuazaelsinisiFouiiussansnm alnse (Stride) Aontsidoud
vosiawmesluwazaunioduiines unads (Padding) Tnawiu 0 Wl Wiesnwwuievesninluusias
dulvoglumunniy (Same padding) S1uaudugouidu (Hidden layers) ldmiunisusztanadeyalu
Sdufidudoudaty fleidunsedudmiviudonlosauysal (Activation function for FC layers) Tddlsridu
ReLU wiaiiuaruilsifiuidadulunisussanana iladdunsedudmiutunadng (Activation function for
the output layer) dreiliridugenduding Fanunzdmsunissiwunysennwuunatsratd (Multi-class
classification) MleriduAugaydy (Loss function) Ame Categorical crossentropy Famnzdmsuinaau
Aanaatunisduundszan 1033n (Metric) mearanugndesduninsiandn seufluwes (Optimizer)
Tagld Adam Fadusanesiiunsuiurmsiimesiiuszansnmgs druauseumsiineu (epochs) 1 10 50U
iielilassneanunsaSeuinndoyaldoiiamngay uagwuiavosuund (Batch size) iy 128 Fanaelsk
nsUsznanateyaiinnuaunasenite e Uszdnsnm
nuidsilmuelinamadsusiddnlunsduunsUnmaneiugnssuoanys Usznaudelung
ResNet34, VGG16 uay MobileNetV3 dwiuissuiuugadoyatiniu Ussnaumeaieiugnszusanys 10

aneug Ingr1unsiwIMatetuvedlasneUsEamiien Aan i 2
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Forwardpropagation >

Input data Actual Values Target Values
s K2 iy O N AT
Astrophytum  Lady Carmenae Astrophytum Carmenae  Duweii Astrophytum  Lady Carmenae

Finger
- —

Finger

- —
! “
Mammillaria Owl Eye
Bocasana

y .

i i
3 &4
Mammillaria  Owl Eye

Tower Bocasana

Mammillaria Lady Finger

Bocasana

Mammillaria  Gymno Duweii

Mammillaria Mammillaria Gymno Duweii
Oldman calycium Oldman calycium Oldman calycium
Mammillaria Adjusted weight and biases e e Mammillaria
Humboldtii Elegans Humboldtii Elegans Humboldtii Elegans
A
Ly, o
Loss
Loss score function

< Backpropagation

A 2 Mstlndulaneg uarnisienenadeunduredunanisiseusiddn

Tunsduungunmaneiugnszsuaanys

namd 2 s neuluieauaznisanenendounduvesluinanisis suildedn Ussneudeaes
nszuMsTiddyAenisdsteyaluinaii (Forwardpropagation) %Lﬁuiéﬁ"jmizmumi‘iflﬂumiaiﬁaga
TWludiemaandnelvan uasnisanenendoundu (Backpropasation) Inertadenszuiunnsvianusan fu
wielilassganansaBouiuazuiuamnsdimedains 4 Wvsnzausonissuunuadndunian

nsrvIUNIRIiuAIEnsTuteyaiidmdeudigluualutuusn andudeyalzgnussiiananiy

Y
¥

Tnnunsing q Tuusazdu Tnedwinvemisdeuressnhduuauasitrdunseduluusastuiiunumardaly
nsfuradnsTdwieluftudaly Wedeyagnd squdisiugahe fuvuasaddnadndiiaanisals
(Actual values) Inifurnfildazgniuieuifioufudianuaie (Target values) lagldilsddunnugade
(Loss function) tleUszifiuiduuuiianugnieaiioda udazvhnsdsienugaydelldlunszuiuns
Usuugsamafiwed iy Aninidn (Weights) uazailuda (Biases) Fudududdalunisnisdrenan
Foundu fafunisiindulumasanisarenendeunduazausiuludes o weususuuuliasoandd
angaydeadluusiazsouannnsiinduaulddiivanzasiian (Rumelhart et al., 1986)
N13AUNIBRTINTSISEUS (Learning rate) (Kingma & Ba, 2014) ﬁmmzauﬁqmﬁm%’unwﬂmiuma

1 v

Wewmnmindnsnaseusgaiuly leaeiadeuslaldfvnuaglidussaan Amungauiian (Optimum)

(%

ueNgnINSEeusNAALlUIiNSEUINN95eRsTn (Ruder, 2016) tnevinlUassuduierdnsinis
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Foudiudaren q Wudu Weghaaugadsaranasenls edidnmniadousivmnzauua e
Iuﬂwst,ﬁaﬂmﬁﬁﬁqmﬁm%’umi‘ElﬂcJquma mu”“;é’ﬂﬁiﬁi’ﬂmﬁﬂmaﬁauiwmauLﬁa’a (One cycle policy)
(Smith, 2018) AifuuumansisrdnnisGeus Weiuusyainmlumsindulasseuszaimiioy
Tnegmnsduduresnsindudnmmadoudasgnalilusedusiiolflunalfizouiuarailasaiadowy
vosdoya (Data structure) tilpanrnuidssiiagsililunaSousisufuluuasidowionisusuaimsitne s
Annanalugasusn deangnansesnisiindu shrnsdeudesdindudos q wiesdugean (Maximum
leaming rate) LitevaelilunaannsaGouideyaiifinnududoulsogidiussansnm uazantymiiiluina
whnoglusdusinanisi (Local minima) faduilgmitwuveslunisindulunadifianudngs (Deep
models) uaztsierenisinduiusnainsSeudasdes 1 anasgasdudinidnsniuduludasusn
ievililunaiinanuiafissanasmafiniigavesilsidunnugade (Loss function) uazdamalsiluina
anunsoviulditudieinlunaaeufuteyaiiliieiiiuinteu (Generalization) ioAsunszuiunisay
Benimilsseunisilndu (One cycle) demalildszaznaiinluiitosamazaansausulsssyansnmlia
Batumudiuay 10 seunsiindu drfusamnisteudtsgnuiudsuuuulaundnlidsunadurasnan
fmnzay lunaszannsaFeusdoyaldilunafiduas Snvisilenuaios uazaslonianisiindamn
nsandnanwazlanzauiuly (Overfitting) laaegnsliuse@nsnn

3) n1sUsduUsEAnSamuuYaveyansIaasy (Perfformance evaluation on validation set)
naINlean U nduwE Rz g Ul sEANSAMUUYATRLARTIIABY FlERNTMMENgANdUAY
(Confusion matrix) Aete3esiiefldlunsusziliulszavsnmue sumanisiBeusiddndmsudapmmsduun
Usziam (Classification) InsuanstoyalusuuuumsaiivSeudisunadnéilumananisaifuaanuai e

L4 a

dusunisuunyszianuuuluuns (Binary classification) wvisngaziauin 2*2 Usznausae

[ U

TP (True Positive)  fia Han1sdwuNanewug “gnees” Wigududieindu “gnaes”

Y

o o

TN (True Negative) ~ fio nan1sdwunaneiug “ligndes” Wweuduldlenidu “lignses”

Y

o

o

' v

FN (False Negative) ~ fio nan1sduunaneiug “ligndes” weududheiiu “gneee”

9 Y

o

2

FP (False Positive)  Aa wan1s9uunateiiug “gndes”  guiutheiiiu “ligndes”

9 Y

nufelinUszAninmuainsduungunmaleA1ANgNABY (Accuracy) 1NFRAILTBINTYINUY

NQNABWIMUARDIIUIUNITNAFBUNIMUA (Sokolova & Lapalme, 2009) Asasinsi 1

. N TP+ TN
ANAUYNADA = (1)
TP + TN + FP + FN

¥ o W ¥

ae9lsid dodrinannnissivsudeyasunmdmanssusanvsusazaneiugisiuaugunmbiviniu
Funinanuliiaunavesnaid (Class imbalance) Aafunsldifissaanugndesetadsnaliluinad
UsgAvamgdluaaaniisunmdwiunn asstutraszanin mazananie sun mlunaasidrnulsiunnin
nuAdsliTahAAnLiLE (Precision) A1n13Fandu (Recall) uagAUseAvamlnsa (F-measure)

SR TUUSEENS A Nvelama (Powers, 2011) AIEUNTST 2, 3 way 4
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1 1 o TP
ATAINULULEN = — (2)
TP + FP
1 = = TP
AINISLIUNAY = @ — (3)
TP + FN

L AIAUKIUEN X ANITTENAY
AlsEanSAmlagsI = 2x — ———— (4)
AIANULIUEN + AINITSENAY

NanN1598

nuiteiadunisianlinanissuunasiudnasuo anssdion sdoudidedn fianunsni oul
NnANANuzYRIgUAmTnanmats wansideeeniiu 2 dunainguszasd Usznoude
1) man s lnanIsuunaeiugnszuownYsien1sSeuidedEn nsdilununueenidu
3 wagandn loun 1) nmswleuguninneunisuseinana 2) nsinduluwauaznisdienendounay
ua 3) MadsndulsyAnsnmuuyadeyansnaoy fasazdeadsil
1.1) ueganisiniendeyaneunisuszinana Budusenisdnuwasguamanduaty Wevene
AnumannanBTesyatoyasiBmadiafiie q fanwd 3 Uszneusie nisideusumtianin (image shift)
Tuuwaueunieunads fwelilunaannsoousiuwsdiunnisiuresiagld wu Boulumedine 421
Junieas n1sndudiunm (image flips) Tuuuiuouvidouuwis elilunaddnduinglufiamaiivainuae
iy ndududne-rnlunsdinningitaninsoegisaesiianidd nsumunin (Image rotation) Tussing 1
WU 15 9armTe 30 89a7 1 ol luimaamITILenueE W ATLsLe AN 19 Ule n1TguLin-eenA M
(image zoom) WierAsumnavesinglunw Fabilimadeuinisyhingluauneiiumnsieiu nsdadeoanin
(Image shear) vl mildnwazBedluluiianmils adefunisuesnwainguiunnisly Wogaels
Tumanunusienisidemenisidowesing uaznsusuANaTIaNIM (Image brightness) tiladasuasdi
uanenefu eliiuuudaesannsaiiringluanmuasiunnsietuls wu luififluasaisnnvietosnin

a

Unel
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wooz 1eays uonejoy sdnd IS

ssaulysug

A A 3 MegrmadnsannisiauUasgunainainduadu

AT 3 W madnsnnnisdnwlasgunimanduatunmaunauinieiu e dunwlngi
fdnwauzuana19nauatu Anma 4 dWeadmnumainvatgvasnnidsuiuuuand ety wagyieli
Tumalalniuiudeyaindeiuanunisalasduan g ouiva N iaeuy 1y ANNNNAINYaLeIvse

anmuasiisnegiy Feenalilailuyadeyanadu nasnaudesiuniafia nsidnvazianzauiuluilueg

1

Ipdnwsianzresn mngiuluyateaya (Shorten & Khoshgoftaar, 2019) #wganni1sand1guwuuiilyl

'
vaad o o a

Ml wagyiiluwaFeuiauaudfind1Agese 9 vedngldftu dmunsaunaunIselasninnane

o

sUuuuunilsludnsiiunanmuesleyanind miumsiseusidedn uazandgmiilunaiiuszdnsane

Y

Weovnuivyateyad nilu ususednsainazanaud e lldvududeyasss (Poor real-world

performance)
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AW 4 MsauNaIUNIsHUAN AN FURU ULy

1.2) dagansiniuliinauaznisienendeundu nelunanisiseusigadnusenausie ResNet34,
VGG16 uay MobileNetV3 axgnilnduuugpdeyagunimnszusanys 10 aeiuginiunszuaunisiaulag
sUnmanduatu Fadunidunsmuguanmindetlunismaaeuluna ioanuaonadeuazindede
Safunsmsenleosmaiime a1y i Fn3INT9TEUST WINVDWUAT T1UIUTBUNTHNNY WavoaUd
luwes ielvinisBeuivesnadululufimmaienty wuidetunseuauensauiuazeendunsaiing
sensiuan uATeisaTnunnsAgeULY Goosle colaboratory wuuiiaTldane Tngld GPU Wumiae
Uszanawa waglonuisanudivuin 25 Angludluluun Hish-RAM paonauisenldiiesduveansuiisnuay
laus3iimilouriu

nszuaunsiinsulinasensSeudiuuseuidnlunsuusannissousuaslumdy Jeeld
Tunaeudldesnediszaviamluszosiian 10 soudetunounisiindu msmsmaouaTugndes uay
nsUSuussmwIsimes (Parameter tuning) luusiazseugiluides Tnefiidmneiielidanugnses
avan uaranAgydennnisindulitesfiaauifiasdululd eendlsfinn sedufimangauasiuogiv
Jadevansedne 1wy yadeyailiindu lunaiiden uazn1suiumisiiees minlumadnsGouiaa
AeugniesaiiafivsnmuazAngaidsninnisiinduazanasauisgemiailinnaliannsauiuusaiisia
19 (Convergence) PnuasiMmLIAnAsEelnanennsalfutheriuase warUSutmin
wazluneariunsinenendoundy tisananuiianatnluusiazseuvesnisiindy sunszislaluiaaiiil
Uszavsnngeaaiugedeyansinaey  fnmdl 5 nanissuunaneiusnszusanasve susazluinad

annseduunaeiuinIzuewnyslagnes ualiAAnuedu (Confidence) Nwansnaiu
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Target value: Carmenae Actual value
Carmenae
Mammillaria_bocasana
Gymnocalycium
Duweii ]
Mammillaria_humboldtii_elegan 9
Mammillaria_oldman %
Astrophytum rﬁ
Oowl_eye
Yellow_tower
Lady_finger
04 0.6 0.8 1.0
Carmenae
Lady_finger
Owl_eye
Yellow_tower
Mammillaria_bocasana g
Astrophytum 9
Gymnocalycium o
Mammillaria_oldman
Mammillaria_humboldtii_elegan
Duweii
0.4 0.6 0.8 1.0
Carmenae
Lady finger
Duweil =z
Astrophytum o
Gymnocalycium g
Mammillaria_oldman %
Marnmillaria_bocasana ,r.D'.
lammillaria_humboldtii_elegan 6
Oowl_eye
Yellow_tower {04
04 0.6 08 10

AT 5 Han1TTMUNATETUSN STULNY TYRUAa LIRS

1.3) wogan1susziliulsedvinmuuyadeyansivaeu ieUseiiulseansamnisiuunangiig

nszvBunsHIuAIANNgNAes NWITedlianud Ayanunainiaiou (eror) fie Has1sEnieAninle

Yy 1A

fudfiusiass Sreitaldlndifssiudaiannuansiinisintuiinnugniesgs (59 uasSesd, 2565)
ImEJmi"'Jfﬂv!ﬂﬂ%”'qﬁﬂﬁmmwmamm?{aulﬁﬂ%maua wisoonidu 3 wila léun 1) AnueaaLAdouiiiin
91n¢3a (Human erron) SulfnInANAUszanm Buidelunisda 2) AruAaIALRdeUITesEUY (Systematic
erron) sinAnaniaiesiloaliilduseansnim uar 3) mnueainirdeuldeadd (Statistical eror) ey
AaAAdBuUsTATT 1 uag 2 annsadanisldfernuseuney seinseds uagnisiaLeIosio aleAdl
Usdvisnm widmdummeanwedewlsuand 3 du bifmedelimeluls Lﬁaqmﬂagjuaﬂmﬁamsmuqm
Satnldnnsingamane 3 sofulonsuseuasyhnisussdiugnadmuasy 3 seu wwunadnidudaszee iy

19

wadtnan sUsEliuunARasiialANLAanedauan LB YaIIudd ST AUNEaUSULe AIRNS19R 3
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M1597 3 waUsediudsEAvSamnisTuunuuyadeans @ ualeAIAINgNABdvadliaa ResNet34,
VGG16 uae MobileNetV3

39U ResNet34 VGG16 MobileNetV3
1 89.01% 90.01% 91.01%
2 90.03% 91.03% 91.36%
3 91.05% 92.05% 91.71%
Aade 90.03% 91.03% 91.36%

NN 3 wulueans 3§ Uszneude ResNet34, VGG16 way MobileNetV3 dA1A314
gndoseglusziugann Wiy 90.03%, 91.03% uay 91.36% mwady Wefiarsanlusieaziden wuin
nsUszdiusts 3 souwiarTunaimdudeuuumsg ity 0.83, 0.83 uaz 0.29 Ay

ae9lsiA nan IedeuUsEansninuuyadeyansivaeuveslung ResNet3d wuiA1Augnaes
Avogil 90.03% Twhfiaalundulimaifinnsmn lnearugndeduniazsoufiuduagrdeiiiosain
89.01% 1Ju 91.05% Taeflanuuususiusn uandeanuadeslunisiouiveduina lassairsudendou
Aavediiag ResNet34 Yreundagminisagvievensiigy wagvilinisindulimadnidusz@nsaan
ogslsfinu lmatlenalimingtuyndeyaildluntsvageu 1osnliannsoifudanugniodd
Feuwhdulunadu q dwiulune VGG16 faamugniouaiiogduil 91.03% dsintluna ResNet34
Tunn 4 sou Tngemugndedluusazsouiiutuaiiate Wiy 90.01% 1 92.05% laslaswaisiidnaes
Taina VGG 16 Ssusenouseduasulgiuuuudesoutu taelilumaannsodudnunmansvosoyalds
dawaliinadwifianugniesgs egdlsiniy deldeddnuestuna VGG16 Aodruamumsiiwesitun vl
dodldminenslunisuszananags Jsenslimnzanduszuuiiidodidasueians lumnduiuluiea
MobileNetv3 dadulumaiiuansuszansnmaiaalungy feanugnieuaiogeds 91.36% wazA1aay
gndadluusiazsouiistiuagisiolios iy 91.01% & 91.71% Tnelassadraveslinaa MobileNetV3 gn
sonuuuInlimnzdumslinuidesnsussavinmgaaznnslinineinse tneld aeulagdunendun
A LileanAnuduteuvesnisiuwIm Sumnzegndsdmiunslidauluss vuiideddadunsnens

dlefinnsanuszansnmaeslumalaeriuinsindu 9 Whinswiansanyseansnmeesluwna
Usgnaudaeaiauuiug) An1sdeni wasassdnsnmlaey fensed 4 ainnnsusududte 3 seu
wui Tea VGG 16 mnzauiianlutivesanuisiuduazanuaunalunisyszinanadeyalvsl sesaande
Tuina MobileNetv3 AifiussansnmilndiAssiu uimngdunslinuidesnaminensios luvueiluna

4

ResNet34 21978n15015USUU s ANe Iianunsaudeduivlumad uluusunnisiuunaneiug

3
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M1597 4 waUszdiuysEAnSamnsTiunuuYateyansIRaaUmgAIANIiugT A1NTSSENAY Uage

Uszansnmlaesiuvaaluina ResNet3d, VGG16 wag MobileNetV3

Tauna AMMALUUEN ATN1SISENAY AszaNSAmlnesau
ResNet34 91.12% 90.03% 89.94%
VGG16 91.83% 91.03% 91.10%
MobileNetV3 91.46% 91.36% 91.20%

110915197 4 nudn Taea VGG 16 fa1Uszdnsamlnesangaaaluyninmel Wefiansaily
PALBEA WU ANANUWLUET ANNNSSENAY warA1USEaNSAINInesIW agiﬁ 91.83%, 91.03% LAy
91.10% a1y dessuenivnrmaninsnvedumalunsiuunaieiudnszueaneslfosiauiug uaz
AUAATENINNTANDTNIINTVIUIBRANAA LLagmif\i’WLLuﬂmswﬁ’uﬁ:mgwmiu‘qm%aga nyiaaeuliog
AsUi Wueiulina MobileNetv3 uansauszdvsninsesasn Tnsmanuusiughegi 91.46% uaz
AnnsiFenaueeil 91.36% vinlviAuszavBnmlaesmegi 91.20% FelndiAssiuluaa VGG16 819N
Falana MobileNetv3 fifelsiuseulusnunisusznanaiisndy waziivssansnmgduanimnadouds
Fortaduninensudinaszansninlaenmagindi lues VG616 dntes udlinmaidmamungay
dwiunisldnuluaounisaisieiideansenudwagdinineinsesnaduar Tudruvedung ResNet3d 4
AszAvBamaniaalungy TasAianuuiud AnnsSendu uazAszdvamlnesiedd 91.12%,
90.03% uaz 89.94% nua1wU uanstetediinve duinalunisinwanuaunasendmisandeianain

[y

wagn1suundeyaiiviainuaie egnlsiniy lwatdmauansmnuatestussauiivensuld wasdenis

MsUSuusadindaie sy szavsninlusuian

Frfumnnsioudieurts 3 e wuth Taaa MobileNetV3 uansuszananingsgavialud iy
mugndpsaznsUsEvdamineIns sesaandelina VGG16 ddlsinnugndedadifeaty wildedely
funsleninennsgs vauziluina ResNet34 danugniesinanlungy wadanslanuiadosuasd
anuannsalunisdouiimnzalunmen fsdnadenlflumadivmnsauasivsandmmevesiy
uaztodfnsuninensitedsmeme

2) nanstssiiuanugndewedluinanissuungnmaneiudnssusanes nuiteiidonluaad
firiAnugniesgeaarelina MobileNetv3 smaasuiuyndoyanaaeu (Test set) iUsznausegunm
nszUpuNTIIazaeugluaaliingiuntou (Unseen data) liesnnisilumaainisasiwunans
ftusnszvoanysndeyafilsinegrldlunslindu andudad neuannsovedunalumahauiudeya
Tmsififlenuvainvane uazazvieudsszdvsnmueduiaaluanunisalaieifgldnusegunmluuiuni
uanA1eiy 1wy JUnITianuuAnensduTEasae e uasahe aaeaauiunds ardienadauall
fanguveslunalunisinnisfuanuulsusiuvesteya wu nnangluszozunnanaiy o9yl
s1azLdunvesarfunionuuUasuld uieyuuesannduvunIefutienadnasod nuuziauves
aneug uenandaninuasiiunnenetu 1wy uassTsund uasnraenli viensiiolunm dadutaded

WinANududaulunsTunaleiug
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Fajuledunsazieudnnundorve dunasenisldmnuluaning Tngiangluusunigldanuus
agﬂuﬁwm%yaLLazL’ﬁaulmﬁLLmﬂsiqqﬁu Lﬁaqmﬂmﬂlmmammm%ﬂmmmQﬂﬁaﬂuizﬁuqﬂlﬁﬁ’u%gaﬁ
Lilneiusndew awthadudnenmlunsiilUidonusde nsmedeuilFdeduduneuddyiivilidulals
Tlueaaunsaneulandluanunisalasddegndiuszdninmuazasnnaeaiunnuden1svesldnu I
dudiuivesmsTiiferapdandunuimlunsuszduanugndes i etiuainuund efieuazan
fefiomannioafintunnnszuaunmssnlusiviedediinvesuuiaadunsduundeyaameng

n1sUsEuNE B vt AudisanmILAM ARG eI SUTHELT AR TUAINM TATAN

v
awv A o o

o domfisihuden shlvanisussidulimmnindofosnntu nuidelimunswiug oy 5
vihuudhgunmesnsdass nmeldveuivnveinssusanes 10 aeiudauiidivuald vivuaz 80 Um
saiaAY 400 N euartuiinuavssdiusuuulssiiunaeaulad dsnmdl 6 Avualy sanansuun
aneugnszusunyIgnABe Wiy 1 Azuuy Tunimssiudy mneamsuunaeiugnszusunyslignsias
Wiy 0 Azuuu dievhnsussdiuuds  ssthesuuuiameildandidermnapnduanidudemiugn fos

WU UUTEANTA NV AaINEUNITA 5

. . UIUFUMNTTUNGNABY
ANANUINABY = - Z (5)
PWIUFUMNTIIINA

nsuUaRMLTINBYESEAUAILL (Yaywsl ARazenn, 2556) :InnsUsziliuanugniesaniideivy
sonaddmshuunaeius nssUe s vedsLaaT ALY el 80%-100% aeluseuRin 70%-79%
aglusAuR 60%-69% aglusyiunald 50%-59% agluseAuru uay 0%-49% agluszaufaliuuss

Sonrmaeunui dwausunmiiduunaeiusnszusansgndeaviniy 326 sUnmandiuau
sunIwitaun 400 guaw Andudiarugniouviniy 81.50% egluseudinn Gotuduszduiinels

noudriaU g NuUuLeUNaLATusaly
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1) predict: Owl Eye 2) predict: Gymnocalycium  3) predict: Carmenae
True true true
Flase false false

4) predict: Yellow tower .. predict: Gymnocalycium  80) predict: Astrophytum

true true gue
false false false

Al 6 fedrauuulsziliunaseuladnisiuunguninaneiudnszueunys

anUsnemna

msiauleansduunsunmaeiuinszusunesiensToudiBadnileduunand ny s i
Futdouresnszuaanasaneiuding 4 TneenAdedlald 3 Tunandn 1un TuinaResNet3d, VGG16 uaz
MobileNetv3 Ansuuuyatoyagunimuesnszusanys 10 aewug $1uam 4,512 amilkiunsiauas
sunmaInduaty Weduruavesadoyailivarnuateniu nszuumsinduliaalaenisnan
lawesmsiwes uiumisldinadanisfeuduiuuseuiien TunsuSudasnisteus wasluwusiy neuusu

s

ANMNNUNVD ATV BUTLAMIIIUAIENTTUIUNITINENDATDUNGU TR AAEIUNSaI U N @8N U

9

a a

nszvaunysinegeiiuseAnsan

Han1sUssiluUsEavEnmve dluea ResNet3d, VGG16 uag MobileNetV3 uuyadeyansivaeu
wui Taaa MobileNetv3 fiussAvBnmiiian saerrnugndesads 91.36% wazarmasiiaueg Inewnadn
oubigiunsndwmuaudntisananududouas mngiunisidauluanminedeuiid dos1faf1u

NINeNT Wty luma VGG16 diAnanugnesaaie 91.03% InalAssiuliaa MobileNetv3 lagldwu
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AUl funuuTeouraliinysednsnm uidesaniimenislinineinsignd wazlung ResNet34
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¥
av a A
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