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บทคัดย่อ  
งานวิจัยนี้มีวัตถุประสงค์เพื่อพัฒนาแนวทางและเพิ่มประสิทธิภาพของการจ าแนกและตรวจจับวัตถุในตู้คอนเทนเนอร์ระหว่าง
พิธีการทางศุลกากรโดยใช้ภาพถ่ายบรรจุภัณฑ์ จากรูปภาพ 5,113 รูปที่เก็บจากบริษัทขนส่งสินค้าระหว่างประเทศ 3 แห่งใน
กรุงเทพฯ โดยใช้แบบจ าลองการเรียนรู้ของเครื่องเพื่อจ าแนกสินค้าเป็น 5 ประเภท พบว่าอัลกอริทึม YOLOv4 มีความแม่นย า
สูงสุดเมื่อไม่ใช้เทคนิค Resampling ในขณะที่ เทคนิค Resampling เช่น SMOTE และ Borderline SMOTE ช่วยเพิ่ม
ประสิทธิภาพการจ าแนกในกรณีข้อมูลไม่สมดุล เทคนิค Undersampling ไม่เพิ่มความแม่นย าเนื่องจากท าให้ข้อมูลส าคัญสูญ
หาย การผสมผสานการตรวจจับวัตถุและ OCR ช่วยให้ระบบสามารถระบุประเภทสินค้าจากภาพถ่ายได้แม่นย าและรวดเร็ว
มากขึ้น กลไกที่เสนอในงานวิจัยนี้จะช่วยลดความเสี่ยงในการลักลอบน าเข้าสินค้าผิดกฎหมายและเพิ่มประสิทธิภาพในการ
ด าเนินกระบวนการพิธีการทางศุลกากร 
 
ค ำส ำคัญ: การจ าแนกวัตถุจากรูปภาพ, การตรวจจับวัตถุจากรูปภาพ, การเรียนรู้ของเครื่อง, การเรียนรู้จากข้อมูลทีไ่มส่มดลุ 
 

ABSTRACT 
This research develops a method for classifying and detecting objects within container shipments during 
customs procedures using package images.  Using 5,113 images from three international freight forwarding 
companies in Bangkok, we employed machine learning models to classify products into five categories. The 
study found that the YOLOv4 algorithm achieved the highest accuracy without resampling techniques. 
However, resampling techniques such as SMOTE and Borderline SMOTE significantly improved classification 
performance in cases of imbalanced data.  Undersampling did not enhance accuracy, as it led to the loss 
of crucial information.  The integration of object detection and OCR verification enabled the system to 
accurately and quickly identify product types from images.  The proposed method can reduce the risk of 
illegal imports and enhance efficiency in customs procedures. 
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1.  บทน ำ  

ปัจจุบันประเทศไทยพึ่งพาสินค้าน าเข้าจากประเทศจีนเป็นจ านวนมาก เนื่องจากจีนเป็นหนึ่งในคู่ค้าหลักและเป็นแหล่ง
ผลิตสินค้าท่ีมีราคาถูกและหลากหลาย การน าเข้าสินค้าจากจีนครอบคลุมตั้งแต่สินค้าท่ัวไปไปจนถึงอุปกรณ์อิเล็กทรอนิกส์และ
สินค้าท่ีเป็นวัตถุดิบทางอุตสาหกรรม การจัดการด้านพิธีการทางศุลกากรของสินค้าน าเข้าจากจีนจึงเป็นเรื่องส าคัญและมีความ
ซับซ้อนสูง ซึ่งประกอบไปด้วยขั้นตอนที่หลากหลายและต้องการความร่วมมือระหว่างหลายฝ่าย รวมถึงเจ้าหน้าที่ศุลกากร ผู้น า
เข้า ผู้ประกอบการขนส่ง และตัวแทนศุลกากร กระบวนการเหล่านี้กระท าเพื่อให้แน่ใจว่าสินค้าที่น าเข้ามานั้นถูกต้องตาม
กฎหมาย ไม่มีการลักลอบน าเข้าสินค้าผิดกฎหมายหรือสินค้าที่อาจเป็นอันตราย ซึ่งเป็นส่วนส าคัญในการรักษาความปลอดภัย
และการปกป้องระบบเศรษฐกิจภายในประเทศ 

กระบวนการด้านพิธีการทางศุลกากรและการน าสินค้าออกจากท่าเรือเริ่มจากการแจ้งเตือนการมาถึงของสินค้าเมื่อเรือ
บรรทุกสินค้ามาถึงท่าเรือ ผู้ประกอบการขนส่งหรือสายการเดินเรือจะต้องแจ้งเตือนหน่วยงานศุลกากรถึงการมาถึงของสินค้ า
และรายละเอียดต่างๆ จากนั้นจะมีการตรวจสอบเอกสารที่จ าเป็น เช่น ใบขนสินค้าน าเข้า ใบก ากับสินค้า และรายการบรรจุ
ภัณฑ์ เพื่อให้แน่ใจว่าข้อมูลถูกต้องและครบถ้วน ต่อมาเจ้าหน้าที่ศุลกากรจะท าการตรวจสอบสินค้า ซึ่งอาจมีการสุ่มตรวจหรือ
การตรวจสอบอย่างละเอียดเพื่อให้แน่ใจว่าสินค้าตรงกับเอกสาร การตรวจสอบนี้อาจรวมถึงการใช้เครื่องเอกซเรย์หรือเครื่อง
สแกนสินค้า หลังจากนั้นผู้น าเข้าจะต้องช าระภาษีและอากรที่เกี่ยวข้องตามประเภทและมูลค่าของสินค้า เมื่อทุกขั้นตอนเสร็จ
สิ้นและภาษีถูกช าระเรียบร้อยแล้ว ศุลกากรจะออกใบปล่อยสินค้า ซึ่งอนุญาตให้ผู้น าเข้าหรือผู้ประกอบการขนส่งน าสินค้าออก
จากท่าเรือได้ 

โดยปกติ บริษัทท่ีท าหน้าที่เป็นตัวแทนการขนส่งสินค้าระหว่างประเทศ (Freight Forwarder) จะมีเจ้าหน้าท่ีประจ าอยูท่ี่
ท่าเรือเพื่อสังเกตการณ์ตู้สินค้าท่ีก าลังจะถูกเปิดเพื่อตรวจสอบ และท าการตรวจสอบความถูกต้องของสินค้าท่ีอยู่ในตู้ให้ถูกต้อง
ตรงกับข้อมูลที่บริษัทแจ้งมา ซึ่งอาจท าได้โดยการเปิดหีบห่อและนับจ านวน หรือใช้ประสบการณ์ของเจ้าหน้าที่ในการท านาย
สินค้าที่อยู่ในหีบห่อ การกระท าดังกล่าวเป็นการยืนยันความถูกต้องก่อนที่เจ้าหน้าที่ของบริษัทจะน าเอกสารต่างๆ ไป
ด าเนินการในข้ันตอนถัดไปเพื่อให้พิธีการทางศุลกากรเป็นไปอย่างราบรื่น อย่างไรก็ตาม กระบวนการตรวจสอบสินค้านี้ใช้อาจ
เวลามาก ซึ่งอาจส่งผลให้ไม่สามารถน าสินค้าออกจากท่าเรือได้ตรงตามเวลาที่ลูกค้าก าหนด 

ผู้วิจัยได้ด าเนินการศึกษาข้อมูลการน าเข้าสินค้าจากบริษัทตัวแทนการขนส่งสินค้าระหว่างประเทศจ านวน 3 บริษัท 
พบว่าในปัจจุบัน ทั้ง 3 บริษัทมีระบบท่ีสามารถวิเคราะห์สินค้าจากภาพถ่ายของหีบห่อสินค้าที่อยู่ในตู้ด้วยการใช้เทคโนโลยีใน
การตรวจสอบและวิเคราะห์ข้อมูล ซึ่งสามารถเพิ่มประสิทธิภาพและความแมน่ย าในการตรวจสอบสนิค้าและท าให้กระบวนการ
น าสินค้าออกจากท่าเรือให้มีความรวดเร็วและปลอดภัยมากยิ่งขึ้น ช่วยลดปริมาณเวลาการท างานและลดความผิดพลาดที่อาจ
เกิดจากการใช้ดุลพินิจของเจ้าหน้าที่หน้างานได้อย่างมีนัยส าคัญ อย่างไรก็ตาม ประสิทธิภาพของแบบจ าลองจะด้อยลงส าหรับ
กรณีสินค้าที่มีข้อมูลจ านวนน้อย อัลกอริทึมการเรียนรู้ของเครื่องจะเผชิญปัญหาการเรียนรู้แบบไม่สมดุล ( Imbalanced 
Learning) ท าให้ไม่สามารถสร้างแบบจ าลองที่เข้าใจแนวคิดของปัญหาของสินค้าดังกล่าวได้อย่างเต็มที่ การวิจัยช้ินนี้จึงมี
วัตถุประสงค์เพื่อเพิ่มความสามารถของแบบจ าลองการท านายประเภทสินค้าในตู้คอนเทนเนอร์จากการวิเคราะห์รูปภาพของ
หีบห่อในกรณีที่อัลกอริทึมการเรียนรู้เผชิญกับปัญหาการเรียนรู้ที่ไม่สมดุล ซึ่งจะช่วยให้การน าสินค้าออกจากท่าเรือมีความ
สะดวกและมีประสิทธิภาพมากยิ่งขึ้นในทุกๆ ชนิดและประเภทสินค้า ลดความเสี่ยงในการลักลอบน าเข้าสินค้าผิดกฎหมาย 
และเพิ่มความรวดเร็วในการตรวจสอบและปล่อยสินค้าได้ 

2. ทฤษฎีและงำนวิจัยที่เกี่ยวข้อง   
2.1 เทคนิคและวิธีการที่เกี่ยวข้องกับการประมวลผลรูปภาพ 

Prexawanprasut et al.(2566) พัฒนาเทคนิคในการระบุผลิตภัณฑ์โดยใช้ภาพบรรจุภัณฑ์เป็นพ้ืนฐาน โดยแบ่งชนิดของ
ผลิตภัณฑ์เป็น 5 หมวดหมู่ ซึ่งรวมถึงสินค้าทางการแพทย์ อุปกรณ์ก่อสร้าง เอกสาร อุปกรณ์ไฟฟ้า และสินค้าเพิ่มเติม งานวิจัย
ดังกล่าวได้น ารูปภาพพัสดุทั้งหมด 5,675 รูปมาใช้สร้างแบบจ าลองในการแยกแยะลักษณะพื้นฐานและการทดสอบเรียนรู้ของ
เครื่อง โดยทุกภาพถูกก าหนดชื่อหมวดหมู่โดยเจ้าหน้าที่ไว้ล่วงหน้า เพื่อระบุว่าสิ่งของที่อยู่ภายในอยู่ในหมวดหมู่ใด การพัฒนา
แบบจ าลองดังกล่าวใช้เทคนิค Convolutional Neural Network (CNN) ซึ่งเป็นโครงข่ายของประสาทเทียมที่นิยมใช้ในการ
จ าแนกข้อมูลประเภทรูปภาพ ไฟล์วิดีโอ และไฟล์เสียง มาเป็นเทคนิคพื้นฐานที่ใช้ในกระบวนการจัดหมวดหมู่ในงานวิจัย 
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นอกจากนั้น การทดลองยังใช้กระบวนการการทดสอบแบบ 10-fold cross-validation เพื่อช่วยยืนยันผลการทดลอง และใช้
เทคนิค OCR เพื่อช่วยในการตรวจสอบยืนยันข้อมูลในกรณีที่เทคนิค CNN ไม่สามารถจ าแนกแยกแยะได้  

การสร้างแบบจ าลอง Convolutional Neural Network (CNN) (LeCun et al.,1998) ที่มีช้ันเอาต์พุตที่เช่ือมต่อเต็ม
รูปแบบ (fully connected) น้ันเป็นเรื่องที่ยาก เนื่องจากความยาวของช้ันเอาต์พุตไม่ได้ถูกก าหนดไว้ล่วงหน้าตามกล่อง
ขอบเขต (bounding boxes) ที่แทนสิ่งที่น่าสนใจต่างๆ ในรูปภาพ วิธีการที่ง่ายที่สุดในการแก้ปัญหานี้คือการสกัดพื้นท่ีที่สนใจ
จากภาพและจัดประเภทวัตถุท่ีอยู่ภายในด้วยเทคนิค CNN อย่างไรก็ตาม ปัญหาที่เกิดขึ้นกับวิธีการนี้คือวัตถุที่น่าสนใจภายใน
ภาพอาจมีต าแหน่งที่ตั้งและอัตราส่วนของพื้นที่ที่แตกต่างกัน อัลกอริทึมเช่น R-CNN, YOLO จึงถูกพัฒนาขึ้นมาเพื่อแก้ไข
ปัญหาเหล่านี้ โดย R-CNN ย่อมาจาก Region-based Convolutional Neural Network คือ การใช้ CNN ในการระบุและ
จ าแนกพ้ืนท่ีที่มีสิ่งท่ีน่าสนใจภายในภาพ (Region of Interest) จากนั้นใช้ CNN ในการจ าแนกวัตถุภายในแต่ละพื้นท่ี วิธีการนี้
สามารถใช้ในการตรวจจับวัตถุและจ าแนกวัตถุในภาพได้อย่างมีประสิทธิภาพ ในขณะที่เทคนิค YOLO (You Only Look 
Once) เป็นแบบจ าลองการตรวจจับวัตถุที่พัฒนาขึ้นเพื่อระบุวัตถุในภาพโดยท าการคาดการณ์พื้นที่และประเภทของวัตถุไป
พร้อมกัน โดย YOLO จะสามารถท างานได้อย่างรวดเร็วและมีประสิทธิภาพสูงในการตรวจจับวัตถุในภาพที่มีการเปลี่ยนแปลง
อย่างรวดเร็ว  

R-CNN (Girshick et al.,2014) เป็นอัลกอริทึมที่ใช้ในการตรวจจับต าแหน่งของวัตถุ และแบ่งแยกออกจากกัน 
(segmentation) โดยใช้เทคโนโลยี Convolutional Neural Networks (CNN) เป็นพื้นฐาน อัลกอริทึม R-CNN ประกอบด้วย
การท างานสามส่วนคือ 1) สร้างและสกัดพื้นที่ที่อยู่ในความสนใจที่เป็นอิสระต่อหมวดหมู่ และสร้างกล่องขอบเขตที่เป็นไปได้
ของวัตถุช้ินนั้นๆ 2) สกัดลักษณะส าคัญจากแต่ละพื้นท่ีที่เป็นไปได้ โดยใช้ Convolutional Neural Network เชิงลึก และ 3) 
จ าแนกลักษณะส าคัญของคลาสที่น ามาเรียนรู้ โดยใช้แบบจ าลอง Linear SVM classifier อย่างไรก็ตาม R-CNN ต้องการการ
พัฒนาและการท างานของแบบจ าลองที่แตกต่างกันอย่างชัดเจน นอกจากน้ี การเรียนรู้เชิงลึกบนหลายพื้นท่ีเป็นกระบวนการที่
ใช้เวลานาน ดังนั้น R-CNN จึงลดประสิทธิภาพลงเมื่อใช้กับชุดข้อมูลที่มีขนาดใหญ่มาก 

Fast R-CNN (Fast Region-based Convolutional Neural Network) (Ren et al., 2015) เป็นอัลกอริธึมที่ใช้ในการ
ตรวจจับวัตถุในภาพ โดยพัฒนาต่อมาจาก R-CNN เพื่อเพิ่มประสิทธิภาพและลดเวลาในการประมวลผล โดย Fast R-CNN 
ท างานโดยการรับภาพและ Region Proposals ที่สร้างจากขั้นตอนการตรวจจับเบื้องต้นเป็นข้อมูลน าเข้า จากนั้นใช้เครือข่าย 
CNN เชิงลึกเพื่อสกัดคุณลักษณะ (features) จากภาพ หลังจากนั้นมีการใช้เลเยอร์พิเศษที่เรียกว่า RoI (Region of Interest) 
Pooling Layer เพื่อสกัดคุณลักษณะที่เฉพาะเจาะจงส าหรับแต่ละ Region Proposal ต่อจากนั้นคุณลักษณะเหล่านี้จะถูก
ส่งผ่าน Fully Connected Layers เพื่อจ าแนกประเภทของวัตถุและก าหนดต าแหน่งกล่องขอบเขต (bounding box) ของ
วัตถุ Fast R-CNN สามารถเรียนรู้และให้ผลลัพธ์ได้เร็วกว่า R-CNN แบบดั้งเดิม เนื่องจากไม่ต้องท าการค านวณ CNN ซ้ าๆ 
ส าหรับแต่ละ Region Proposal นอกจากนี้ยังใช้การฝึกแบบ End-to-End ซึ่งท าให้แบบจ าลองสามารถปรับตัวได้ดีขึ้นและมี
ความแม่นย าในการตรวจจับวัตถุท่ีสูงขึ้น Fast R-CNN ได้รับการพัฒนาต่อเนื่องเพื่อแก้ปัญหาการประมวลผลที่ซับซ้อนของ R-
CNN โดยการรวมขั้นตอนการสกัดคุณลักษณะและการจ าแนกประเภทเข้าด้วยกัน ท าให้การท างานมีประสิทธิภาพมากยิ่งข้ึน 

Faster R-CNN (Faster Region-based Convolutional Neural Network) (Ren et al., 2017) เป็นอัลกอริธึมที่ใช้
ส าหรับการตรวจจับวัตถุในภาพอย่างรวดเร็วและมีประสิทธิภาพ โดยได้รับการพัฒนาเพื่อลดข้อจ ากัดของ R-CNN และ Fast 
R-CNN ด้วยการรวมขั้นตอนการสร้าง Region Proposals และการจ าแนกวัตถุเข้าด้วยกันในแบบจ าลองเดียวกัน ท าให้การ
ตรวจจับวัตถุท าได้เร็วขึ้นมาก Faster R-CNN ประกอบด้วยสองส่วนหลัก คือ Region Proposal Network (RPN) ที่ใช้ในการ
สร้าง Region Proposals ซึ่งเป็นขั้นตอนการระบุบริเวณที่น่าจะมีวัตถุอยู่ในภาพ โดย RPN จะสแกนภาพและสร้าง anchor 
boxes ที่มีขนาดและรูปร่างต่างกัน และให้คะแนนความมั่นใจว่าวัตถุอยู่ใน anchor boxes เหล่านี้ และ Object Detection 
Network ที่ ใ ช้ Convolutional Neural Network (CNN) ส าหรับการตรวจจับวัตถุและการจ าแนกประเภท โดยใช้ 
Convolutional Layers เพื่อสกัดลักษณะ (features) จากภาพ และ Fully Connected Layers เพื่อจ าแนกประเภทของ
วัตถุและก าหนดต าแหน่งกล่องขอบเขต Faster R-CNN ถูกออกแบบมาให้สามารถฝึกทั้งสองเครือข่ายย่อย (RPN และ Object 
Detection Network) พร้อมกันโดยใช้วิธีการฝึกท่ีสลับกัน ท าให้สามารถปรับปรุงการท างานของโมเดลได้อย่างมีประสิทธิภาพ 
โมเดลนี้สามารถตรวจจับวัตถุได้เร็วขึ้นและแม่นย ากว่าวิธีการก่อนหน้า เช่น R-CNN และ Fast R-CNN ซึ่งจ าเป็นต้องแยก
ขั้นตอนการสร้าง Region Proposals และการจ าแนกวัตถุออกจากกัน 

YOLO (You Only Look Once) (Redmon et al.,2016) เป็นอัลกอริธึมที่ใช้ส าหรับการตรวจจับวัตถุในภาพแบบ
เรียลไทม์ โดยมีความสามารถในการตรวจจับวัตถุในภาพได้อย่างรวดเร็วและมีความแม่นย า YOLO แตกต่างจากอัลกอริธึมอื่น 
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ๆ เช่น R-CNN ตรงที่มันประมวลผลภาพเพียงครั้งเดียว (single forward pass) ผ่านเครือข่าย neural network เพื่อท านาย
ต าแหน่งและชนิดของวัตถุในภาพทั้งหมดพร้อมกัน YOLOv2 (Redmon et al.,2017) ได้รับการปรับปรุงจาก YOLO เดิมโดย
ใช้ anchor boxes ซึ่งเป็น bounding boxes ที่ก าหนดล่วงหน้าด้วยรูปร่างและขนาดที่หลากหลาย เพื่อเพิ่มความแม่นย าใน
การท านายต าแหน่งของวัตถุ นอกจากนี้ยังมีการใช้ batch normalization และ high-resolution classifier เพื่อเพิ่ม
ประสิทธิภาพในการตรวจจับวัตถุ และมีการปรับปรุงโครงสร้างของเครือข่ายเพื่อให้สามารถตรวจจับวัตถุที่มีขนาดเล็กได้ดีขึ้น 
YOLOv3 (Redmon et al.,2018) มีการพัฒนาเพิ่มเติมจาก YOLOv2 โดยเพิ่มความลึกของเครือข่ายเพื่อเพิ่มความสามารถใน
การสกัดคุณลักษณะ (features) ของวัตถุ นอกจากนี้ยังมีการปรับปรุงให้สามารถท านาย bounding boxes ที่มีขนาดต่างกัน
ได้ในระดับต่าง ๆ ของเครือข่าย (multi-scale predictions) ซึ่งช่วยให้สามารถตรวจจับวัตถุได้ดีขึ้นในทุกขนาดและระยะห่าง 
นอกจากนี้ YOLOv3 ยังใช้การประมวลผลแบบ logistic regression ในการท านาย class scores ซึ่งท าให้สามารถท านาย
วัตถุหลายชนิดใน bounding box เดียวกันได้ YOLOv4 (Bochkovskiy et al.,2020) เป็นการพัฒนาเพิ่มเติมจาก YOLOv3 
โดยมีการใช้เทคนิคข้ันสูงต่าง ๆ เช่น CSPNet (Cross-Stage Partial Network) และ PANet (Path Aggregation Network) 
เพื่อเพิ่มประสิทธิภาพในการสกัดคุณลักษณะและการรวมคุณลักษณะจากหลาย ๆ ช้ันของเครือข่าย นอกจากนี้ยังมีการ
ปรับปรุงกระบวนการฝึกอบรมโดยใช้ self-adversarial training และการเพิ่มข้อมูลเสริม (data augmentation) เพื่อเพิ่ม
ความแข็งแกร่งของโมเดล YOLOv4 จึงมีความสามารถในการตรวจจับวัตถุไดด้ีขึ้นท้ังในด้านความเรว็และความแมน่ย า ทั้งหมด
นี้ท าให้ YOLO และเวอร์ชันต่าง ๆ ของมันเป็นเครื่องมือท่ีมีประสิทธิภาพสูงส าหรับการตรวจจับวัตถุในภาพที่ต้องการความเร็ว
และความแม่นย าในเวลาเดียวกัน 
2.2 เทคนิคและวิธีการที่เกี่ยวข้องกับการเรยีนรู้ของเครื่องแบบไม่สมดุล 

การเรียนรู้ของเครื่องแบบไม่สมดุล (Imbalanced Learning) คือปัญหาที่เกิดขึ้นเมื่อข้อมูลที่ใช้ในการเรียนรู้และสร้าง
แบบจ าลองมีการกระจายตัวของคลาสไม่สมดุลกัน กล่าวคือ ข้อมูลในบางคลาสมีจ านวนมากกว่าอีกคลาสหนึ่งอย่างมีนัยส าคัญ 
ตัวอย่างเช่น ในการจ าแนกอีเมลเป็นอีเมลขยะ (spam) หรืออีเมลปกติ (non-spam) อาจมีอีเมลปกติเป็นจ านวนมากกว่าอีเมล
ขยะมาก ปัญหานี้ท าให้โมเดลที่ฝึกอบรมจากข้อมูลดังกล่าวมีแนวโน้มที่จะท านายคลาสที่มีจ านวนตัวอย่างมากกว่าได้แม่นย า
กว่า ซึ่งอาจท าให้เกิดการละเลยคลาสที่มีจ านวนตัวอย่างน้อยกว่า 

การเรียนรู้ของเครื่องแบบไม่สมดุลเป็นปัญหาที่พบได้บ่อยในหลาย ๆ ด้าน เช่น การตรวจจับการฉ้อโกง การวินิจฉัยโรค 
และการตรวจจับข้อบกพร่องของผลิตภัณฑ์ วิธีการแก้ปัญหานี้มีหลายวิธี รวมถึงการสุ่มเพิ่มจ านวนข้อมูลในคลาสที่มีจ านวน
น้อย (oversampling) การสุ่มลดจ านวนข้อมูลในคลาสที่มีจ านวนมาก (undersampling) และการใช้เทคนิคการสร้างข้อมูล
ใหม่ เช่น การใช้เทคนิค Synthetic Minority Over-sampling Technique (SMOTE) นอกจากนี้ยังมีการใช้วิธีการปรับแต่ง
โมเดล เช่น การปรับค่าความเสียหาย (cost-sensitive learning) เพื่อให้โมเดลให้ความส าคัญกับคลาสที่มีจ านวนน้อยมากข้ึน 

SMOTE (Synthetic Minority Over-sampling Technique) (Chawla et al.,2002) เป็นเทคนิคที่ใช้แก้ปัญหาการ
เรียนรู้ของเครื่องแบบไม่สมดุลโดยการสร้างตัวอย่างใหม่ในคลาสที่มีจ านวนน้อยเพื่อให้ข้อมูลมีการกระจายตัวของคลาสที่
สมดุลมากขึ้น วิธีการท างานของ SMOTE คือ ส าหรับแต่ละตัวอย่างในคลาสที่มีจ านวนน้อยจะเลือกตัวอย่างที่อยู่ใกล้เคียง
จ านวนหนึ่ง จากนั้นสุ่มเลือกหนึ่งในตัวอย่างที่ใกล้เคียงมา แล้วค านวณค่ากลางระหว่างตัวอย่างเดิมกับตัวอย่างที่เลือกมาและ
สร้างตัวอย่างใหม่โดยการสุ่มต าแหน่งบนเส้นตรงระหว่างตัวอย่างเดิมกับตัวอย่างที่เลือกมา การใช้ SMOTE ช่วยเพิ่มจ านวน
ตัวอย่างในคลาสที่มีจ านวนน้อยโดยไม่ท าให้ข้อมูลเกิดการซ้ าซ้อนเหมือนกับการสุ่มเพิ่มจ านวนข้อมูลแบบธรรมดา และช่วยให้
โมเดลมีความสามารถในการเรียนรู้คุณลักษณะของคลาสที่มีจ านวนน้อยได้ดีขึ้น ซึ่งช่วยเพิ่มประสิทธิภาพในการท านายคลาสที่
มีจ านวนน้อย อย่างไรก็ตาม การใช้ SMOTE ต้องระวังเรื่องการสร้างตัวอย่างที่อาจไม่สอดคล้องกับข้อมูลจริงและการเพิ่มความ
ซับซ้อนของข้อมูลที่อาจท าให้การฝึกโมเดลมีความยากล าบากมากขึ้น 

Borderline-SMOTE (Han et al., 2005) เป็นเทคนิคท่ีใช้ในการแก้ปัญหาความไม่สมดุลของข้อมูลในการฝึกโมเดล เป็น
การปรับปรุงมาจากเทคนิค SMOTE (Synthetic Minority Over-sampling Technique) ซึ่งมักถูกใช้ในงานที่มีคลาสข้อมูล
หลักขาดแค่บางคลาสเท่านั้น เช่น การจ าแนกภาพด้วยคอมพิวเตอร์ที่มีภาพของคลาสหนึ่งน้อยมาก หรือการท านายความเสี่ยง
ในการป่วยที่มีผู้ป่วยหนึ่งๆ เพียงไม่กี่คน วิธีการท างานของ Borderline-SMOTE คือการระบุตัวอย่างข้อมูลที่อยู่บนขอบเขต 
(borderline examples) ของคลาสน้อย หลังจากนั้นจะท าการสร้างตัวอย่างข้อมูลเสริมใหม่ โดยใช้เทคนิคเดียวกับ SMOTE 
แต่จะมีการสร้างตัวอย่างเฉพาะในพื้นที่ท่ีเสี่ยงท่ีสุดที่จะถูกจ าแนกผิดพลาด นั่นหมายถึงการสร้างตัวอย่างใหม่ในบริเวณที่คลาส
น้อยอาจจะถูกพลิกเป็นคลาสหลักได้ 

การลดจ านวนตัวอย่างในกลุ่มข้อมูลหลัก เพื่อให้มีจ านวนตัวอย่างในกลุ่มข้อมูลน้อยเท่ากับหรือใกล้เคียงกับจ านวน
ตัวอย่างในกลุ่มข้อมูลหลัก เรียกว่า under-sampling (He et al., 2009) หรือการสุ่มตัวอย่างในกลุ่มข้อมูลหลักเพื่อลดจ านวน
ตัวอย่างในกลุ่มข้อมูลน้อยลง เพื่อให้คลาสมีความสมดุลกันมากขึ้น การใช้เทคนิค under-sampling มักถูกน ามาใช้เมื่อกลุ่ม
ข้อมูลหลักมีจ านวนตัวอย่างมากมายเมื่อเปรียบเทียบกับกลุ่มข้อมูลน้อย โดยการลดจ านวนตัวอย่างในกลุ่มข้อมูลหลักอาจท าให้
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โมเดลไม่ได้รับข้อมูลที่เพียงพอเพื่อให้มั่นใจในการจ าแนกหรือท านายส าหรับกลุ่มข้อมูลหลัก แต่การลดจ านวนตัวอย่างในกลุ่ม
ข้อมูลหลักอาจช่วยลดปัญหาการเรียนรู้ที่ไม่สมดุล และลดโอกาสในการเกิด overfitting ของโมเดลได้ 

3. ระเบยีบวิธีวิจัย 
งานวิจัยนี้มีวัตถุประสงค์เพื่อเสนอแนวทางการจ าแนกแยกแยะประเภทของสินค้าจากรูปภาพของกล่องพัสดุที่ถ่ายจากตู้

คอนเทนเนอร์ในระหว่างพิธีการทางศุลกากร โดยใช้ข้อมูลรูปภาพจากบริษัทตัวแทนการขนส่งสินค้าระหว่างประเทศใน
กรุงเทพมหานครจ านวน 3 บริษัท โดยรูปภาพท้ังหมด 5,113 รูปจากการถ่ายด้วยกล้องโทรศัพท์มือถือของเจ้าหน้าท่ีหน้างานท่ี
ท่าเรือกรุงเทพจะถูกน ามาวิเคราะห์และสร้างแบบจ าลองการเรียนรู้ของเครื่องเพื่อท านายและจ าแนกแยกแยะประเภทของ
สินค้าออกเป็น 5 ประเภทคือ 1) กลุ่มอุปกรณ์ทางการแพทย์ 2) กลุ่มเครื่องมือก่อสร้าง 3) กลุ่มเอกสารและสิ่งพิมพ์ 4) กลุ่ม
เครื่องใช้ไฟฟ้า 5) กลุ่มอื่นๆ 

กระบวนการจะเริ่มต้นด้วยขั้นตอนการระบุวัตถุในรูปภาพ เมื่อพบวัตถุที่เป็นไปได้ จะมีการจ าแนกประเภทของวัตถุ
ดั งกล่ าว โดยใ ช้ เทคโนโลยี การ เรี ยนรู้ ของ เครื่ อ ง  เ ช่น  Convolutional Neural Network (CNN) , Region-based 
Convolutional Neural Network (R-CNN), Fast R-CNN, Faster R-CNN, และ You Only Look Once (YOLO) เพื่อช่วย
ในการจ าแนกประเภทของวัตถุ ส าหรับวัตถุที่ระบบสามารถจ าแนกแยกแยะเป็น 4 ประเภทแรก คือ 1) กลุ่มอุปกรณ์ทาง
การแพทย์ 2) กลุ่มเครื่องมือก่อสร้าง 3) กลุ่มเอกสารและสิ่งพิมพ์ และ 4) กลุ่มเครื่องใช้ไฟฟ้านั้น ระบบจะท าการประเมิน
ประสิทธิภาพของแบบจ าลองและรายงานผลความถูกต้อง แต่ส าหรับวัตถุท่ีแบบจ าลองจ าแนกออกเป็นกลุ่มอื่นๆ วัตถุช้ินนั้นจะ
ถูกน าเข้ากระบวนการจ าแนกแยกแยะด้วย Optical Character Recognition (OCR) (Tappert et al.,1990) เพื่ออ่าน
ข้อความจากบรรจุภัณฑ์ ข้อมูลที่ได้จาก OCR นี้จะถูกน ามาใช้ในแบบจ าลองการเรียนรู้แบบไม่มีผู้สอน (Unsupervised 
Learning) เช่น การจัดกลุ่ม (Clustering) เพื่อท าการจัดหมวดหมู่เพิ่มเติมและระบุประเภทของผลิตภัณฑ์ที่ไม่สามารถจัด
หมวดหมู่ได้อย่างชัดเจนในข้ันตอนก่อนหน้า จากนั้น ระบบจะนับจ านวนวัตถุในรูปภาพเพื่อให้เจ้าหน้าที่สามารถประมาณการ
ปริมาณสินค้าท่ีจะต้องผ่านการขนส่งท่ีท่าเรือได้  

ส าหรับข้อมูลสินค้าท่ีมีจ านวนน้อยและเผชิญกับปัญหาข้อมูลไม่สมดุล ผู้วิจัยวางแผนที่จะใช้เทคนิคการเพิ่มข้อมูล (Data 
Augmentation) และการสุ่มข้อมูล (Data Sampling Techniques) เพื่อปรับปรุงปัญหาความไม่สมดุลในข้อมูล ด้วยเทคนิค 
Synthetic Minority Over-sampling Technique (SMOTE) เพื่อสร้างตัวอย่างข้อมูลใหม่ในกลุ่มข้อมูลสินค้าที่มีจ านวนน้อย 
โดยการสร้างตัวอย่างใหม่จากการรวมข้อมูลของตัวอย่างในกลุ่มข้อมูลน้อย ซึ่งการสร้างตัวอย่างใหม่นี้จะใช้เทคนิคการสร้าง
ข้อมูลจ าลองในพื้นที่ระหว่างตัวอย่างของกลุ่มข้อมูลน้อย นอกจากนั้น เทคนิค Borderline SMOTE ซึ่งเป็นการสร้างตัวอย่าง
ข้อมูลของคลาสน้อยโดยการค านวณค่าความใกล้เคียงของตัวอย่างในกลุ่มข้อมูลน้อยและสร้างตัวอย่างใหม่โดยใช้ตัวอย่างที่มี
ค่าความใกล้เคียงต่ าที่สุด และเพื่อแสดงการเปรียบเทียบผลของประสิทธิภาพของการจ าแนกแยกแยะข้อมูลที่ไม่สมดุลมาก
ยิ่งข้ึนเรายังใช้เทคนิค Undersampling โดยการลดจ านวนตัวอย่างของคลาสมากเพื่อใช้ในการอ้างอิงผลลัพธ์อีกด้วย  

 

 

ภาพที่ 1 กระบวนการจ าแนกแยกแยะวัตถุแบบไม่มีการจัดการข้อมลูที่ไมส่มดุล 
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ภาพที่ 2 กระบวนการจ าแนกแยกแยะวัตถุแบบท่ีมีการจัดการข้อมูลที่ไม่สมดลุรวมอยูด่้วย 

4. ผลกำรวิจัยและอภิปรำยผลกำรวิจัย  
ค่า Accuracy ของแบบจ าลองที่ใช้เทคนิคต่างๆ ในการตรวจจับและจ าแนกวัตถุแสดงให้เห็นว่า YOLOv4 ให้ค่า 

Accuracy สูงสุดในทุกประเภทสินค้า ทั้งเครื่องมือการแพทย์ เครื่องมือก่อสร้าง เอกสารและสิ่งพิมพ์ และเครื่องใช้ไฟฟ้า โดยมี
ค่าเฉลี่ยรวมอยู่ท่ี 86.36% ซึ่งสูงท่ีสุดเมื่อเทียบกับเทคนิคอ่ืนๆ การที่ค่า Accuracy ของกลุ่มเครื่องมือทางการแพทย์มีค่าต่ าสุด
อาจเกิดจากความซับซ้อนของรูปทรงและลักษณะของหีบห่อของเครื่องมือการแพทย์ที่มีความหลากหลายและมีรายละเอียด
มาก ท าให้การตรวจจับและจ าแนกท าได้ยากกว่าสินค้าชนิดอื่น นอกจากนั้น เครื่องมือการแพทย์บางชนิดอาจมีการติดฉลาก
หรือลายพิมพ์ที่ไม่ชัดเจนหรือไม่มีเลย ท าให้เทคนิค OCR หรือการตรวจจับด้วยภาพไม่สามารถท างานได้อย่างมีประสิทธิภาพ 
ตารางที่ 1 แสดงค่า Accuracy จากการท านายผลลัพธ์ของแบบจ าลองแยกตามเทคนิคการตรวจจับฯ และประเภทของสินค้า 
 ตำรำงที่ 1 ค่า Accuracy(%) ของแบบจ าลอง แยกตามเทคนคิการตรวจจับฯ และประเภทของสินค้า 

เทคนิคตรวจจับ
และจ ำแนกวัตถ ุ

เคร่ืองมือ
กำรแพทย์ 

เคร่ืองมือ
ก่อสร้ำง 

เอกสำรและ
สิ่งพิมพ์ 

เคร่ืองใช้ไฟฟ้ำ 

R-CNN 65.22 83.21 82.44 79.54 
Fast R-CNN 69.45 88.64 85.45 79.65 

Faster R-CNN 70.25 82.5 88.73 82.45 
YOLOv2 71.11 85.72 86.54 85.49 
YOLOv3 70.36 85.14 88.05 89.54 
YOLOv4 73.58 89.72 88.12 90.12 
ค่ำเฉลี่ย 70.00 85.82 86.56 84.47 

ตารางที่ 2 แสดงค่า Precision (%) และ Recall (%) ของการจ าแนกสินค้ากลุ่มเครื่องมือแพทย์ โดยเปรียบเทียบ
ระหว่ า งการ ไม่ ใ ช้  Resampling (without Resampling)  กับการ ใ ช้ เทคนิค  Resampling ต่ า ง  ๆ  ได้ แก่  SMOTE, 
BorderlineSMOTE และ Undersampling จากผลลัพธ์จะเห็นได้ว่าเทคนิคการใช้ SMOTE และ BorderlineSMOTE ช่วย
เพิ่มค่า Precision และ Recall ได้ในเกือบทุกกรณี โดยเฉพาะเทคนิค YOLOv4 กับ SMOTE ที่มีค่า Precision สูงสุดถึง 
81.10% และ Recall สูงสุดถึง 68.44% ขณะที่การใช้ Undersampling มีค่า Precision และ Recall ต่ าสุดเมื่อเทียบกับ
เทคนิค Resampling อื่น ๆ ซึ่งแสดงให้เห็นว่า SMOTE และ BorderlineSMOTE มีประสิทธิภาพในการปรับปรุงความแม่นย า
ในการจ าแนกประเภทของเครื่องมือแพทย์มากกว่า Undersampling  
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ตำรำงที่ 2 ค่า Precision(%) และ Recall(%) ของการจ าแนกสินค้ากลุ่มเครื่องมือแพทย์แยกตามเทคนิคการตรวจจับฯ และ
เทคนิค Resampling (SMOTE, BorderlineSMOTE และ Undersampling) 

  กลุ่มเคร่ืองมือกำรแพทย์ 
  without Resampling with SMOTE with BoderlineSMOTE with Undersampling 
  Precision  Recall Precision Recall Precision  Recall Precision Recall 
R-CNN 74.55 49.87 75.88 50.89 73.21 51.02 72.11 45.25 

Fast R-CNN 75.44 52.23 76.92 55.88 74.59 53.21 70.45 48.77 
Faster R-CNN 40.21 55.52 50.28 60.35 50.69 55.22 35.21 52.68 

YOLOv2 70.25 52.54 80.55 65.32 75.45 55.89 60.58 52.44 
YOLOv3 71.88 59.84 80.34 63.28 75.92 59.63 62.47 55.74 
YOLOv4 72.78 61.87 81.1 68.44 76.22 62.47 65.89 57.47 
Average 67.52 55.31 74.18 60.69 71.01 56.24 61.12 52.06 

 
การใช้เทคนิค Undersampling ในการจ าแนกและการตรวจจับวัตถุในกลุ่มเครื่องมือการแพทย์มักจะมีผลไม่ดี เนื่องจาก

การลดจ านวนตัวอย่างของกลุ่มข้อมูลส่วนมาก (Majority Class) อาจท าให้ข้อมูลส าคัญหายไป ซึ่งส่งผลให้แบบจ าลองท านาย
ผลลัพธ์ได้ไม่แม่นย า นอกจากนั้น ข้อมูลที่หลงเหลืออยู่หลังจากการลบหน่วยตัวอย่างทิ้งไปอาจไม่ครอบคลุมทุกกรณีของ
ประเภทข้อมูล ซึ่งอาจท าให้แบบจ าลองไม่สามารถจ าแนกวัตถุที่มีความแตกต่างกันได้อย่างแม่นย า  

ตารางที่ 3, 4 และ 5 แสดงค่า Precision และ Recall ของการจ าแนกสินค้ากลุ่มเครื่องมือก่อสร้าง กลุ่มเอกสารและ
สิ่งพิมพ์ และกลุ่มเครื่องใช้ไฟฟ้า ตามล าดับ ซึ่งผลการทดลองสอดคล้องกับผลการทดลองของกลุ่มเครื่องมือแพทย์ กล่าวคือ 
เทคนิคการใช้ SMOTE และ BorderlineSMOTE ช่วยเพิ่มค่า Precision และ Recall ได้ในเกือบทุกกรณี  

 
ตำรำงที่ 3 ค่า Precision(%) และ Recall(%) ของการจ าแนกสินค้ากลุ่มเครื่องมือก่อสรา้งแยกตามเทคนิคการตรวจจับฯ และ

เทคนิค Resampling (SMOTE, BorderlineSMOTE และ Undersampling) 
  กลุ่มเคร่ืองมือก่อสร้ำง 
  without Resampling with SMOTE with BoderlineSMOTE with Undersampling 
  Precision  Recall Precision Recall Precision  Recall Precision Recall 
R-CNN 75.82 76.55 79.42 75.48 78.26 74.21 72.12 50.87 

Fast R-CNN 79.72 82.41 83.77 82.44 81.1 82.24 75.44 54.78 
Faster R-CNN 75.68 83.83 80.55 81.02 81.15 80.1 73.47 63.41 

YOLOv2 75.49 80.26 83.47 82.98 82.47 81.3 72.98 67.92 
YOLOv3 74.12 80.88 82.98 82.45 80.14 81.47 71.47 60.96 
YOLOv4 76.45 88.04 81.92 81.89 80.47 80.87 74.14 60.68 
Average 76.21 82.00 82.02 81.04 80.60 80.03 73.27 59.77 
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ตำรำงที่ 4 ค่า Precision(%) และ Recall(%) ของการจ าแนกสินค้ากลุ่มเอกสารและสิ่งพิมพ์แยกตามเทคนิคการตรวจจับฯ 
และเทคนิค Resampling (SMOTE, BorderlineSMOTE และ Undersampling) 

  กลุ่มเอกสำรและสิ่งพิมพ ์
  without Resampling with SMOTE with BoderlineSMOTE with Undersampling 
  Precision  Recall Precision Recall Precision  Recall Precision Recall 
R-CNN 74.22 80.21 78.93 80.47 76.66 79.98 70.44 70.41 

Fast R-CNN 72.54 82.45 77.99 81.42 72.45 79.45 70.14 72.55 
Faster R-CNN 75.12 84.68 78.54 83.24 75.22 79.47 70.47 73.83 

YOLOv2 75.69 85.72 78.21 84.72 75.41 81.24 69.58 78.14 
YOLOv3 78.66 85.23 80.2 84.21 76.32 81.23 69.54 77.55 
YOLOv4 79.63 85.78 80.14 84.63 77.45 83.35 75.87 75.89 
Average 75.98 84.01 79.00 83.12 75.59 80.79 71.01 74.73 

 
ตำรำงที่ 5 ค่า Precision(%) และ Recall(%) ของการจ าแนกสนิค้ากลุ่มเครื่องใช้ไฟฟ้าแยกตามเทคนิคการตรวจจับฯ และ

เทคนิค Resampling (SMOTE, BorderlineSMOTE และ Undersampling) 
  กลุ่มเคร่ืองใช้ไฟฟ้ำ 
  without Resampling with SMOTE with BoderlineSMOTE with Undersampling 
  Precision  Recall Precision Recall Precision  Recall Precision Recall 
R-CNN 72.45 78.63 74.87 77.21 72.44 75.44 65.45 50.24 

Fast R-CNN 72.04 75.25 74.89 75.01 72.92 75.41 65.74 52.45 
Faster R-CNN 75.88 75.75 76.55 75.88 75.45 75.98 63.72 54.47 

YOLOv2 74.92 78.72 76.98 78.87 74.43 76.54 60.21 55.47 
YOLOv3 75.65 80.12 77.99 81.42 76.55 80.11 61.24 55.74 
YOLOv4 78.97 82.98 79.82 82.55 78.5 81.95 62.35 54.78 
Average 74.99 78.58 76.85 78.49 75.05 77.57 63.12 53.86 

 
5. สรุปผลกำรวิจัย  

การทดลองในงานวิจัยช้ินนี้ช่วยในการท าความเข้าใจถึงประสิทธิภาพของระบบจ าแนกและตรวจจับวัตถุที่เป็นสินค้าในตู้
คอนเทนเนอร์ เพื่อระบุประเภทของสินค้าให้ตรงกับเอกสารและแจ้งเตือนเจ้าหน้าที่ของบริษัทตัวแทนด้านการน าเข้าและ
ส่งออกถึงการมาถึงของสินค้าในล็อตนั้นๆ ซึ่งพบว่าอัลกอรึทึม YOLOv4 มีความแม่นย าสูงสุดเมื่อไม่มีการใช้เทคนิค 
Resampling เมื่ อ เปรี ยบเทียบกับอัลกอริทึมอื่นๆ นอกจากนั้ น  การ ใ ช้ เทคนิค Resampling เ ช่น  SMOTE และ 
BoderlineSMOTE สามารถช่วยเพิ่มประสิทธิภาพของการจ าแนกแยกแยะให้มีความถูกต้องมากขึ้น การใช้เทคนิค 
Undersampling ร่วมกับการจ าแนกและการตรวจจับวัตถุจะไม่ช่วยเพิ่มความถูกต้องของผลลัพธ์ เนื่องจากการลดจ านวน
ตัวอย่างอาจท าให้ข้อมูลส าคัญสูญหายไป ข้อมูลที่หลงเหลืออยู่อาจไม่ครอบคลุมแนวคิดในทุกกรณีของประเภทข้อมูล และท า
ให้แบบจ าลองไม่สามารถจ าแนกวัตถุที่มีความแตกต่างกันได้อย่างแม่นย า  

Precision และ Recall เป็นตัววัดส าคัญที่ช่วยในการท าความเข้าใจเรื่องความแม่นย าและความสามารถในการจ าแนก
และตรวจจับวัตถุของระบบ ค่า Precision และ Recall ที่สูงท าให้มั่นใจในความถูกต้องและความสามารถของระบบ การ
เลือกใช้โมเดลและเทคนิค Resampling ที่เหมาะสมส าหรับงานที่ก าลังด าเนินการมีความส าคัญอย่างมาก โดยควรพิจารณา
ความต้องการและลักษณะของข้อมูลเพื่อเลือกใช้แบบจ าลองและเทคนิคท่ีมีประสิทธิภาพสูงสุดในงานนั้น  

ระบบตรวจจับวัตถุและจ าแนกแยกแยะประเภทของสินค้าด้วยการยืนยันผ่านเทคนิค OCR เป็นระบบที่สามารถใช้ระบุ
ประเภทของสินค้าผ่านการวิเคราะห์ภาพถ่ายบรรจุภัณฑ์ที่เจ้าหน้าที่หน้างานถ่ายภาพจากตู้คอนเทนเนอร์ในวันที่สินค้ามาถึง 
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และก าลังด าเนินพิธีการทางศุลกากร และเมื่อประมวลผลข้อมูลร่วมกับเทคนิคการเรียนรู้ข้อมูลที่ไม่สมดุล จะท าให้แบบจ าลอง
มีความแม่นย ามากขึ้นในกรณีที่เป็นสินค้าช้ินใหม่ และมีข้อมูลไม่มากพอท่ีแบบจ าลองจะเรียนรู้รูปแบบได้อย่างเต็มที่ 

6.  กิตติกรรมประกำศ  
ผู้วิจัยขอขอบคุณผู้บริหารระดับสูงของบริษัทตัวแทนบริการน าเข้าส่งออกทั้งสามบริษัท โดยเฉพาะคณุณัฐฐิชา ผลจันทร ์
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