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บทคดัย่อ 
 งานวิจัยน้ีน าเสนอการจ าแนกความคิดเห็นด้วยเทคนิคการเรียนรู้ของเครื่อง (Machine Learning)  
เพื่อสรา้งโมเดลในการจ าแนกความคดิเหน็ ดว้ยการเปรยีบเทยีบเพื่อคดัเลอืกคุณลกัษณะทีม่ปีระสทิธภิาพในการ
จ าแนกความคดิเหน็ ส าหรบัการปรบัปรุงหลกัสตูร จากแบบสอบความคดิเหน็ที่มตี่อหลกัสตูร จ านวน 1,575 ชุด 
โดยท าการคดัเลอืกคุณลกัษณะดว้ยวธิทีเีอฟ-ไอดเีอฟ ไคสแควร ์และอนิฟอรเ์มชนัเกน และทดสอบประสทิธภิาพ
ในการจ าแนกความคดิเห็น (Opinion Classification) ด้วยอลักอรทิมึ นาอีฟเบย์ เคเนียร์เรสเนเบอร์ ซพัพอร์ต
เวกเตอรแ์มชชนี 
 จากการทดลองพบวา่ เมื่อก าหนดค่า Threshold มากกวา่หรอืเท่ากบั 1 ในการจ าแนกความคดิเหน็ ดว้ย
วธิีทีเอฟ-ไอดีเอฟ พบว่าอลักอรทิึม ซพัพอร์ตเวกเตอร์แมชชีน ให้ความถูกต้องมากที่สุด โดยมคี่า Accuracy 
เท่ากบั 90% ดงันัน้สามารถสรุปไดว้า่ เมือ่เปรยีบเทยีบผลลพัธก์ารคดัเลอืกคุณลกัษณะ ผลลพัธจ์ากทเีอฟ-ไอดเีอฟ 
มคี่าผลการจ าแนกความคดิเหน็ต่อหลกัสูตรที่ถูกต้องและมปีระสทิธภิาพมากกว่าวธิอีื่น ซึ่งผลจากการทดสอบน้ี
สามารถใชเ้ป็นแนวทางในการพฒันาระบบแนะน าการปรบัปรงุหลกัสตูรดว้ยเหมอืงขอ้ความทีม่ปีระสทิธภิาพต่อไป 
 
ค าส าคญั: จ าแนกความคดิเหน็  ทเีอฟ-ไอดเีอฟ  ไคสแควร ์ อนิฟอรเ์มชนัเกน 
 

Abstract 
 This research presents the opinion classification based on machine learning techniques for 
creating opinion classification model. We compared for finding the effective feature selection in the opinion 
classification for curriculum improvement.  Based on the questionnaire of 1,575 sets, Feature Selection 
based on Term Frequency- Inverse Document Frequency method, Chi-Square method and Information 
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Gain method.  The testing of effective on opinion classification with Naïve Bayes Algorithm, K-Nearest 
Neighbors, Support Vector Machine.  
 It was found that when the value of Threshold was greater than or equal to 1 for opinion 
classification, TF-IDF method indicated that the Support Vector Machine algorithm was the most accurate, 
with an accuracy of 90%.  In conclusion, the result for comparison of features selection results from the 
TF- IDF method provided more accurate and effective for curriculum adjustment than other methods. This 
research result could be the guideline for effectiveness of the development on the recommendation system 
for adjust curriculum with text mining. 
 
Keywords: Opinion Classification, TF-IDF, Chi-Square, Information Gain 
 

Introduction  
 The competition in the 21st century is caused for changing in culture, economy, society and 
technology, which affected the higher education because higher education institutions is important 
mechanism in order to produce quality and knowledgeable graduates who compatible with national needs 
and labor market. Therefore, the improvement of the curriculum to be up-to-date in the 21st century is very 
necessary.  Popular tools for crawling course updates from curriculum stakeholders are comments and 
suggestions questionnaire.  The comments and suggestions from the questionnaire not only reflex on the 
quality of the current course as well as being used as a guide to develop a quality curriculum and 
compatible with needs of curriculum’s stakeholders but also opinion analysis from questionnaire is difficult. 
It must due to the large amount of obtainable information.  It takes a long time for reading to understand 
the opinion questionnaire. However, computer usage offers analyze data but it is still a problem.  The text 
used in the questionnaire is a natural language which complexed for interpretation.  Sometimes the same 
sentence can convey to several things that depends on the situation you want to convey.  Moreover, the 
natural language is constantly changing and always provide new words that the computer does not 
understand the meaning of the text because of ambiguity and ill- formedness.  Due to limitations and 
problems, classification technique can help to analyze data for informing types of opinion and compatible 
with requirements.  Opinion classification is an information analysis by using text mining to find patterns 
and relationships of information through statistics analysis and machine leaning to predict the results of 
the classification. It must be processed in natural language processing to create computer’s understanding 
on meaning in the opinion.  Feature Selection is required to reduce the size or feature of the data to be 
smaller by choosing effective features for the classification of opinions.  It uses the weight values of the 
words that appear in the opinions as a feature to reduce the size of the opinion text to be smaller without 
losing any important feature of the opinion and the less accuracy of the processing results. 
 Trstenjak, Mikac, and Donko [ 1] , indicated that KNN with TF- IDF Based Framework for Text 
Categorization by using  the KNN algorithm with TF-IDF and Framework for text classification which focus 
on the speed and efficiency of text classification and Harish, Revanasiddappa [ 2] , presented A 
Comprehensive Survey on various Feature Selection Methods to Categorize Text Documents by using a 
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good feature selection to solve problems in text categorization due to Term Frequency- Inverse Document 
Frequency (TF-IDF), Information Gain (IG), Mutual Information (MI), Chi-Square, Ambiguity Measure (AM), 
Term Strength (TS) , Term Frequency-Relevance Frequency (TF-RF)  and Symbolic Feature Selection 
(SFS) and another research of Florence, Vaidya, Panchal, and Negi [3], presented document classification 
using NLP techniques to classify set of unknown documents into their accurately categories due to TF-IDF 
and Vector Space model. 
 Based on literature review found that there are many research projects aimed to solve problems 
about classification of text categorization by using algorithms to classify documents which each document 
will be represented in vector format. The vector is represented by the weight of the word that is calculated 
by the following methods: TF-IDF, Chi-square, Information gain (IG) etc. It uses the weight of word value 
as a guideline for classification of text categorization. 
 Therefore, this research presents the opinion classification based on machine learning techniques 
for creating opinion classification model by experiment to compare the effective of features selection. The 
feature selection is conducted on detail of opinion texts.  Three technique can be obtained from Term 
Frequency-Inverse Document Frequency method, Chi-Square method and Information Gain method. The 
result of this experiment can find the significant words in each opinion for opinion classification and creation 
of opinion classification model. The model can be used to classify ideas for further curriculum adjustment. 
 
Objectives 
 To compare efficiency of the feature selection of opinion classification for curriculum adjustments 
by Term Frequency-Inverse Document Frequency (TF-IDF), Chi-Square (CHI) and Information Gain (IG) 
method. 
 
Methods 

Opinion Classification  
           Opinion classification is a classification of opinions based on the detail of opinion text.  Split Test 
method is obtained to use as classify the opinion by random into 2 part. The first part, 70% used training 
data to create opinion classification model. The second past, 30% used testing data to perform testing of 
effective of opinion classification model.  It conducts machine learning technique for 3 algorithms such as 
Naïve Bayes, K-Nearest Neighbors, Support Vector Machine. 
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Figure 1. Opinion Classification based on Split Test Method. 
 

Steps of Opinion Classification Development 
          The steps of opinion classification development by using machine learning technique consist of the 
following 6 steps:  

1) Data Collection  
2) Data Preparation  
3) Feature Selection  
4)  Representation the opinion through Vector Space Model  
5) Creation of opinion classification model 
6) Model evaluation 
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Figure 2. Steps of opinion classification development. 

 
Data Collection  

 The collection of opinion for feature selection to classify the opinion by collection information from 
1,557 sets of curriculum review questionnaire, Faculty of Management Technology, Rajamangala University 
of Technology Srivijaya. It divides opinion into 3 topics such as 1) curriculum suggestion 2) teaching and 
learning suggestion and 3) development student activities suggestion. 

Data Preprocessing 
 1)  Word Segmentation is the process of cutting apart of words with the longest matching 
technique. It is separates words from each other, which still has the correct meaning and integrity. It uses 
the comparison with the longest word [4-5] that find in the dictionary but if not find in the dictionary, it will 
reduce the length of the word by each 1 letter. 
 2)  Stop Word Removal is a wrapping process on a frequent word.  Those words are without the 
meaning on opinion.  When cut off them from the opinion, it will not change the meaning of the opinion 
including prepositions, conjunctions, pronouns, adverbs and interjection, etc. 
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 Therefore, the stop word removal process is a step that should be taken before create index. This 
will reduce the size of the index to be smaller size.  Moreover, it reduces the storage space and faster 
processing time [6]. 

3)  Steaming Word is the process of finding the original form of words or improve the words that 
have same meaning to be the same word. Finding the etymology of a word is a step that should be done 
before indexing. Finding the etymology of a word is a step that should be done before indexing because it 
could reduce the index size and improve efficiency of the classification [7]. 

Feature Selection  
 Feature selection is a reduce size process or a reduce feature of information to be smaller based 
on convert the opinion into the same format and replace the feature of the opinion with single syllables 
and phrases to choose an effective feature for opinion classification. It is obtained weight of the words that 
appear in the opinion t as feature.  For the opinion classification, feature selection will also determine with 
Term Frequency-Inverse document frequency method (TFIDF), Chi-Square method (CHI) and Information 
Gain method (IG). 
 Therefore, feature selection is a reduce size process or a reduce feature of information to be 
smaller based on choose an effective feature for opinion classification.  It is obtained weight of the words 
that appear in the opinion t as feature.  For the opinion classification, feature selection will also determine 
with Term Frequency- Inverse document frequency method ( TFIDF) , Chi- Square method (CHI)  and 
Information Gain method (IG). 

Weighting by TF-IDF Method (Term Frequency – Inverse Document Frequency)  
 TF-IDF is a statistical procedure for finding the significance of a word from an opinion in a message 
set. The finding values of TF-IDF is the most popular method for describing documents in the Vector Space 
Model.  The term frequency of words in an opinion is called the frequency.  TF and IDF frequency can be 
calculate the frequency of the general words or words that less appear in an opinion. It is calculated from 
the total of opinions divided by the number of words appearing in the opinion.  Then, it discovers values 
with the logarithm and multiply by the term frequency of the words that appear in the opinion.  Lastly, it 
indicated the ratio of the number of times the word appears in the opinion. This is the frequency of all the 
words that appear in the opinion [8]. 
 TF-IDF is weight finding to determine which word provide the significant meaning for opinion. If it 
conducted a high weight, that words will be a significant in the opinion sentence.  

The weight can be derived as calculate based on equation 1: 
 

𝑇𝐹 − 𝐼𝐷𝐹 = 𝑇𝐹𝑙𝑜𝑔 ( 
𝑁

𝐷𝐹
 ) 

Where:  
 𝑵  is total of number of opinions 
 𝑫𝑭 is number of appearing words in all opinion 
 𝑻𝑭 is number of frequency of words appearing in opinion 

 

(1) 
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Weighting by Information Gain Method (IG) 
 Information Gain method ( IG)  is Information Gain ( IG)  is evaluation of the value of the specific 
characteristic by measuring from IG value.  The increment of value of key word represent as “ t”  that can 
be obtained as calculate based on equation 2 [9]. 
 
 

𝐼𝐺(𝑡) = 𝐸(𝑋) − ∑ 𝑝(

𝑚

𝑖=1

𝑠𝑖)𝐸(𝑥𝑆𝑖) 

 

Where: 𝐼𝐺(𝑡) is the increment of value of key word 𝑡 for attribute 𝑆 

 𝐸(𝑋) is entropy of target attribute 
   𝑆 ∈ 𝑆 is subset of attribute 𝑆 when 𝑖 ∈ {1,2,3, … 𝑚} 
 𝑚 are all possible subsets of the attribute 𝑆 

 𝑝(𝑆) is probability of subset 𝑖 for attribute 𝑆 

 
Weighting by Chi-Square 

 Chi-Square (Chi) is a comparison the relationship between variables as comparison is presented 
the opinion measurement in term of frequency that can classify the opinion. In the classification of opinion, 
Chi-Square lead to calculate the weight of words from the group of opinion based on comparing the 
relationship between word and the type of opinion.  It will consider both words that appear and do not 
appear in the opinion. It can be indicated as calculate based on equation 3 [10].  
 

𝑥2(𝑡𝑘 , 𝑐𝑖) =
𝑁[𝑃(𝑡𝑘 , 𝑐𝑖)𝑃(𝑡𝑘, 𝑐𝑖) − 𝑃(𝑡𝑘, 𝑐𝑖)𝑃(𝑡𝑘 , 𝑐𝑖)]2

𝑃(𝑡𝑘)𝑃(𝑡𝑘)𝑃(𝑐𝑖)𝑃(𝑐𝑖)
 

 
Where: 𝑡𝑘 is term 

 𝑐𝑗  is topic or group of opinion 

 𝑃(𝑡𝑘 , 𝑐𝑖) is probability of opinion in topic of 𝑐𝑖  when appear in term 𝑡𝑘 

 𝑃(𝑡𝑘 , 𝑐𝑖) is probability of opinion no in topic of 𝑐𝑖  when appear in term 𝑡𝑘 

 𝑃(𝑡𝑘 , 𝑐𝑖) is probability of opinion in topic of 𝑐𝑖  when disappear in term 𝑡𝑘 

 𝑃(𝑡𝑘 , 𝑐𝑖) is probability of opinion no in topic of 𝑐𝑖  when disappear in term 𝑡𝑘 

 
Representation the Opinion Through Vector Space Model 

 Representation the opinion through Vector Space Model is an algorithm that used for opinion 
classification.  Each of opinion will be replace in term of vector format by considering of opinion content 
from bag words but avoid grammar.  It contains each of vector attribute is represented by weight value of 
term.  The weight value is used the frequency of appeared word in opinion based on method calculation 
that consist of Term frequency inverse document frequency method (TFIDF) , Chi-Square method (CHI) 
and Information Gain method ( IG) .  The weight value will be a guideline for opinion classification in the 
future. 

(2) 

(3) 
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 The opinion text is replaced by the vector format. The size of the vector is based on the number 
of appeared words in the opinion. The representation the opinion through Vector Space Model must pass 
through the stop word list removal step and stemming word step before finding the frequency of the unique 
word.  Then, it can be represented text of the opinion into a vector [ 11] .  The value of weight equaled 0 
means that the word does not appear in any opinion but if opinion text contained many of unique words 
that will be expand the vector size however it passed the stop word removal process before.  
 Thus, it should reduce the size of the vector to be a smaller size with choose only the key words 
that can be represented of each opinion group. 
 
Table 1. Opinion Representation Model by Word Frequency 

Opinion Weight of Words 
O1 t1 t2 t3 ..... tn 

w1 w2 w3 ..... wn 
 

From table1, the opinion O1 consist of word t1, t2, t3....tn where n is the number of unique words 
that appeared in the opinion O1 and w is the weight of each words [10]. 

 
 
 

 
 
 

 
Figure 3. Example of opinion. 

 
Table 2. Frequency of appeared word in each opinion 

 leaning  teaching  python programming practice 
Opinion 1 1 1 1 0 0 
Opinion 2 0 1 1 1 0 
Opinion 3 0 0 0 1 1 
Opinion 4 0 1 0 1 1 

 
 From Table 2 indicated the frequency of each word appears in the opinion.  It was provided 
frequency value in term of vector as followed; opinion 1 [1 1 1 0 0], opinion 2 [0 1 1 1 0], opinion 3 [0 0 0 
1 1], opinion 4 [0 1 0 1 1]. The weight of a word as equaled of 0 means that the word does not appear in 
any opinion. When analyzed various of the number of opinions, it will create numerus of unique words as 
well as a result, the size of the vector is large even though pass the stop word removal process and the 
stemming word process.  Thus, it should be selected only keywords that are important and can be as 
representative of opinion. It will reduce the size of the vector to be a smaller size. 

Opinion 1: I would like to provide more teaching and learning in Python. 
Opinion 2: Python should provide to teaching in programming subject. 
Opinion 3: A good in programming should practice. 
Opinion 4: I would like to provide more practice in programming subject. 
 

 

 

To write a good program should have practice. 
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Creation of Opinion Classification Model 
          This research examines 3 algorithms of machine learning that consist of Naïve-Bayes, KNN:  K-
Nearest Neighbors, and Support Vector Machine. 

1) NAÏVE-Bayes 
 Naïve-Bayes is a learning algorithm that uses the principle of probability. The model is created in 
form of probability.  Naïve-Bayes is an uncomplicated algorithm which is provided probability for classify 
the previous knowledge information.  It represents P(ai|vj)  where ai is the attribute i and vi is the attribute 
aj. In conclusion, when want to know that which data can be classified to what is the class, the probability 
is calculated as highest amount that obtained closely the probability of all classes and multiplication of 
probability for previous knowledge information feature. As calculate based on equation 4 [12].  
 
 

𝑉𝑁𝐵 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑃(𝑣𝑗)∏ 𝑃

𝑖=1

(𝑎𝑖|𝑣𝑗) 

 
2) K-Nearest Neighbors 

 K-Nearest Neighbors is an algorithm used to classify data that provide distribution feature.  It will 
be found the distance of the data, feature that need to forecast with the previous result.  For data 
classification is considered the k value that will be consider the data feature close to the k value.  It could 
be calculation of the distance of the data. As calculate based on equation 5 [12-13]. 
 

𝑑(𝑥𝑖 , 𝑥𝑗) = √∑ (𝑎𝑟(𝑋𝑖) − 𝑎𝑟(𝑋𝑗))2
𝑛

𝑟=1
 

 

where: 𝑥𝑖 is a new data set 
 𝑥𝑗 is training data set as 𝑗 
 𝑎𝑟(𝑥𝑖) is attribute value of data 𝑥𝑖 at 𝑟 position 
 𝑎𝑟(𝑥𝑗) is attribute value of data 𝑥𝑗 at 𝑟 position 

 
3) Support Vector Machine 

 Support Vector Machine is an algorithm for creating linear equations to divide the two fields by 
creating a centerline between the data, the range of the two groups is maximized.  Mapping function is 
obtained to move data from the Input Space to the Feature Space and create a measure function similar 
to the Kernel Function. As can be seen in Figure 4 [14]. 
  

(4) 

(5) 
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Figure 4. Support Vector Machine Concept. 
 

Model Evaluation 
Model Evaluation is a measurement of model performance to predict the opinion classification that 

consist of 1) Precision 2) Recall 3) F-measure Model 
 

Table 3. Confusion Matrix 
Predicted/Actual Yes No 

Yes TP FP 

No FN TN 

 
1) Precision is measured the precision of the model by class. As calculate based on equation 6. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

 
2) Recall is a measure of class accuracy. As calculate based on equation 7.  

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

 
3) F-measure is measure Recall and Precision simultaneously one by one. As calculate based on 

equation 8. 
 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

Results 
 Based on the experiments, the classification of opinions by features selections are obtained Term 
Frequency-Inverse Document Frequency method, Chi-Square method and Information Gain method. They 
used 3 algorithms that consist of Naïve Bayes algorithm, K-Nearest Neighbors algorithm, and Support 

(6) 

(7) 

(8) 
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Vector Machine algorithm based on Split Test technique.  Split Test method is obtained to use as classify 
the opinion by random into 2 part.  The first part, 70% used training data to create opinion classification 
model.  The second past, 30% used testing data to perform testing of effective of opinion classification 
model with compare among Precision, Recall and F-measure. The result is indicated in table 4. 
 
Table 4. The result of effective performance model for opinion classification based on machine learning   

 technique  
Threshold Feature Select Evaluation Naïve Bayes k-NN SVM 

1 TF-IDF Accuracy 86.67 83.33 90.00 
Precision 78.95 91.67 83.33 

Recall 100.00 73.33 100.00 

F-measure 88.24 81.48 90.91 

Chi Squared Accuracy 86.67 76.67 86.67 
Precision 82.35 75.00 82.35 

Recall 93.33 80.00 93.33 

F-measure 87.50 77.42 87.50 
Information Gain Accuracy 83.33 80.00 86.67 

Precision 75.00 80.00 78.95 

Recall 100.00 80.00 100.00 

F-measure 85.71 80.00 88.24 

  
Table 4 indicated that the results of the feature selection by using machine learning techniques 

and with a threshold value is greater or equal to 1.  Threshold value is value of word frequency used to 
calculate the weight of word due to adjusting the threshold value for finding the most suitable value. In this 
experiment found that threshold value is greater or equal to 1.  It was calculating of the weight of words 
with Term Frequency-Inverse Document Frequency (TF-IDF). It had an accuracy of 90% and contained a 
recall value of 100 %.  It means that TF- IDF method is the most effective for opinion classification when 
compare with Chi-Square method and Information Gain method. 
 
Conclusions and Discussion 

This research is an experiment research to find the effective features selection based on the 
calculation the weight of words through Term Frequency- Inverse Document Frequency method (TF- IDF) , 
Chi-Square method (CHI)  and Information Gain method ( IG) .  It was considering on the factors affecting 
the features selection such as the number of comments and threshold value that used in determining the 
weight of the word.  It selects the features of the word group in the opinion that can be used as a 
representative of the opinion.  The representative of the opinion is obtained by vector space mode where 
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each attribute of vector is represented by the weight of the word. It used machine learning technique such 
as Naïve Bayes algorithm, K-Nearest Neighbors algorithm and Support Vector Machine algorithm. 
 The results of the research indicated that the features selection, the method of calculating the 
weight of a word with Term Frequency-Inverse Document Frequency (TF-IDF) method, Chi-Square method 
and Information Gain method.  When the Threshold value is greater than or equal to 1 for selecting word 
to define a feature based on the TF- IDF method, the support vector machine algorithm was the most 
accurate, with an accuracy of 90%. The Chi-square method was 86.67%, and the Information Gain method 
was 86. 67% when compare the result of feature selection.  In conclusion, TF- IDF is better than other 
methods. The number of comments used in learning that affecting on efficiency of features selection. When 
the number of comments has increased, validity value or feature selection will be increased as well.   
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