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Abstract

Dengue fever remains the major problem with ongoing outbreaks. Each year, outbreak trends are
forecasted and forecasted in advance of and during the outbreak. All at the national level, health zone level,
provincial level, and district level to prepare and prevent the outbreaks. The researcher is therefore interested
in studying the prediction of outbreak trends and analyzing dengue fever risk areas during the outbreak in the
area. The purposes of this research are to analyze the factors related to the forecasting direction of the
outbreaks and analyze dengue risk areas, predict the direction of the outbreaks and analyze dengue risk areas,
and compare the efficiency and accuracy of the forecasting algorithm in Bang Mae Nang Subdistrict, Bang Yai
District, Nonthaburi Province. The data in this study are 235 dengue patients then analyze and join spatial data
with attribute data, factors selected were 9 factors consisting of (1) Land used (2) Land parcel (3) Household
density (4) age (5) Gender (6) Precise (7) Humidity (8) Temperature and (9) Heat index, then to create the
models to forecast use 3 algorithms of data mining technique are (1) Decision Tree: CART(Classification and
Regression Tree) (2) Decision Tree: ID3 (lterative Dichotomiser3) and (3) Random Forest. The results show
that the top 3 factors for forecasting are the Land used, Land parcel, and Household density. The result of the
prediction of the outbreak direction finds that the model can used to predict and analyze risk areas. The model
created using the Decision Tree algorithm is the best model and has an accuracy of 98%. The average overall

efficiency is 98%.
Keywords: Geographic Information; Data Mining; Dengue Fever
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7. m3dszinniadndszansninvaslauiaa (Competitive Evaluation Of Models) [12]
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waziadszantawaedluiaalasls 1) f1AunNday (Accuracy) FIguMIT (2) 2) AAuusui (Precision)
Famunsn (3) 3) ANANNATUTIURIBAIAINNTEAN (Recall) F9munsi (4) waz 4) ardszanianlassy

(F-measure) AIRUNTN (5)

faaniTuiunIng (Confusion Metrix) (1)
TRUE FALSE

TRUE | True Positive (TP) False Positive (FP)

FALSE | False Negative (FN) | True Negative (TN)

, o TP +TN
ANANDNADY (Accuracy) = ———————— (2)
U
TP +TN +FP +FN

™

ANANLUREN (Precision) = (3)

TP + FP

™

FAMUATUTIN NIDAAINNTERN (Recall) = (4)

TP+ FN

: a a Precision x Recall
fdszantanlassu (F-measure) = 2 x —— (5)

Precision + Recal

lasanunuisvadarudsluaunis 098 True Positive (TP) W38 61UIN59 BUNBHI HAAWT

Aunudraasihwsaaauanldainagndes False Negative (FN) w38 fnauifia wunofis aswsfiuuudines
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rusaaaauligneas False Positive (FP) %38 f1uanifia wunods HaaNELUUS IR auan e
VL&iQn@Taq uae True Negative (TN) fia A1aU39 RaNedle Naﬁwﬁﬁuum‘madﬁwmﬂﬂmaauvl@i”asmgnﬁaa [11]
8. N1INIANAINA1AYVDI1]998 (Feature Importance) Lflumimmwém“'zy‘*uadﬂaﬁ'ﬂﬁmNa@ia
mawennsal Fldmansadienefldidiseladenuidglumsaseit Tasldnnms Python luga Scikit-Learn
qmﬁwﬁi‘l fia model.feature_importances_
9. NITHIAIANNANNWS VI (Correlation) tJUNITHIANNFUNUTVBINGAzTAIBIH
v o o

anuannusidululufianadoinuniafienismndu @satan) 1w lasldnim Python Tuga Scikit-Learn

ﬁ@ﬁ?ﬁ?‘ﬁ fo model.score(X_train, y_train)

NaN13I98
1. Tesafiganudnumsnennsaiianienmssnauasiensiiniiecdsaliidonsan
1.1 mIIaNzRANNdE A9l (Feature Importance)
mﬁmﬂ:ﬁmwﬁwﬁ'@mauﬂaﬁ'ﬂ"ﬁq@ﬁwé’famm Python 910 Scikit-Learn lun133tesnzs lasldinag
LENAAUULEREY FIit
F5auliananls (Decision Tree) 2ana3fa CART (Classification and Regression Tree)
Tasvifenusmannimue 8 Tase laud nslddszlomifian Swrnutaiian wwe aafianason
ANURWILIUYL NAUENY amnnd anaTudunns saudeseildfanadan T Usunosiidu douse slu

A
AN 1

@15191 1 MTUUFAIAIANUAATY (Importance) 184123835 du liaadula (Decision Tree) 8ana3fias CART

(Classification and Regression Tree)

11298 A1ANE1ATY (Importance)
mltusslominan 0.659906
$ruamudasian 0.207081
LN 0.053699
ATRANNTOW 0.036586
AMMURUILUL 0.014259

11298 A1ANF1ATY (Importance)
ngueny 0.014083
RRAEARY 0.007921
AMNTUTUANT 0.006465

USunowineln 0

aa v VLQ/Q/

IDAW

Taspndanudiay $1wan 6 7998 laun nsladszlosindn S1uwiwulasnan aaunuInke

o & '

& o v A @ ' v A A o @ o o v a g
ANUTUINNND nqua’mq LAZATUAINNIDW muﬁ%%mvlmummmﬂmv FIUI% 3 1998 VL@'ILLﬂ e JIunoutisu

LLNZEJI‘CLL‘IM;]ﬁ a9 LLﬁ@Nl%@I']T‘I\‘]ﬁ 2
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o

19191 2 MNIUFAIAIANNERTY (Importance) Va9t Ban liaagula (Decision Tree) aana3fiu ID3

]

(Iterative Dichotomiser3)

1298 Gi’m‘)’la\lﬁ’lﬁmu (Importance)
mylguslominan 0.686850
Fruanudasian 0.181851
AMMNRUILUL 0.059588
ANNTUFURNS 0.048906
nguany 0.014839
ATHANNTOW 0.007967
LN 0
USinasinnu 0
LAY 0

ea%ﬂ’lq'&l (Random Forest)

Z ¢

pndanudaydanisweinsoininue 9 Jase laun nsladszlasia

a a

A% WIULYFINAR
AMUAWILUY AMUTURUANT amwnnil NRNE LWe ATRANNTON hazUSaindn aduaasluarsen 3

@13191 3 ATILEAIAIANNEAY (Importance) 8311398751EY (Random Forest)

11298 A1ANE1ATY (Importance)
mltusslominan 0.605583
Fruanudasian 0.191558
AMMURUILUL 0.073345
ATRANNTOW 0.038074
AMNTUTUANT 0.029557
LR 0.028104
USsnainnu 0.012904
LNE 0.010637
ngueny 0.010238

1.2 NMTIATITHANNFNNWS (Correlation) 2asiladunld lun1s@nv1Ide
%Eﬁu‘lﬁﬁmau‘la (Decision Tree) 9ana3na CART (Classification and Regression Tree)
o Aa o o o a A e Mo i o o A & o o ¢
1. JA98NTANNFNWRIAUMINLINTAUAANIILALINY baUA IIUIUATITOU ANVTUTUNNT LA
ANNAWLUY ATRANNTIU nawens uazammni AILEAIL AN 4
2. J33uNTANUFNNUTAUNITWEINTAWAAN NN EBAK Tawa USunasinelu wazdszinnnisls

Uz TumiNanIzauN 2 AILEaIlua1T9N 4
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A9191 4 MNSUFAIAIANNFNNBTVaITR98 AFduliaadula (Decision Tree) aana3fiu CART

(Classification and Regression Tree)
. + , AN AP , sy
. WIN ANDK naa , naw - 3um .
o . - e o ¢ AR P REY BN > dselamd
AN NNND LNl . o 21y el e
ATIIAN San naw
FANUTUNUS 0.54170 0.10130 | 0.03389 0.02925 0.01498 | 0.00970 0.00669 -0.01853 -0.54771

a ¥ Vo A . . o a . u .
IBanlainnawla (Decision Tree) aanasna ID3 (Iterative Dichotomiser3)
FANMURNANBTNUMINEINTIUAANI9LA 0% TAUA F1UINATIITOU ANUTUTUNNT Lwe

1. 13389
AMURIWIYL aAuTan naNay uazgmnnl AIuaadlnansen 5

2. J23uNTANUFNNUTIUNITNEINTAWAANIINARN®AK Tawa USurasiieln wazdszinnnisls

Uz lumiNanszaun 2 AILaaIlua139N 5

19191 5 MNIUFAIAIANNFNNUTVaITR9E ATduliaadula (Decision Tree) dana3fiu ID3 (lterative

Dichotomiser3)
o k3
. s Rty and , ~ M3y
. I | anwdn |, , nau | Bam .
298 e . . | NAMWA | B | A qoundl | . selomd
AGan | awnng o . a1y Weln q.a
AGan | Fan naw
ANAMNTFUNUT 0.54170 0.10130 0.03389 0.02925 0.01498 0.00970 | 0.00669 -0.01853 -0.54771

eaqﬂ'lﬁj&l (Random Forest)

1. 123N TN UFNAUSAUNIWEIN TR

ANNAWILUY aTTaNTE N§DNY Uazannd AIuaasluansen 6
2. T99uNTANUIFNNUENUNITNEIN I D WAANIINNEWNS baa USurasiieu wazdssiannisls

UAANIILALING PAA FIWIRATILTOU ANNTURNANT LN

U3z TuTiNanIzaUN 2 AILEAILUA1T9N 6

@137291 6 MIWUFAIAANUFNRUTVEIT9T T51gw (Random Forest)
. s AN azh . ~ M3y
. TIUI% ANMNTH . . naw - | dEanm .
29y . e . o | DRNLNE | VWMWK | AW BLIEHEY . dseloni
AT ANNS e . a1 Wil aa
AIIDN VW nan
frawdWus | 054170 | 0.10130 | 0.03389 | 0.02925 | 0.01498 | 0.00970 | 0.00669 | -0.01853 | -0.54771

¢a a ¢ed 4 4 v A
2. NMINLINIURNANIINIIIZLIARAZIL AT RN RIILREs s [ Ranaan
VoAl Fan¥398n9nua 235 378 NaNIINLINIDLLIN UL RsaanLdw 4 nguy Ao NunLaes

o %

waug
N NUNLFDIUIUNE WHNLFDINDE LRzWUN LNIANNLRLS 1082 AAILRAI L LANTIN 7
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A131917 7 ATILRAIFIBTUNEMIBLITEaUN ARl IWe NIl

o

STAVANNLFLY A1asuNy

a & A o v o Ao, o A @ o o A
LREIAN (3) Wu'ﬂa%}a’]ﬂﬂiuizUziﬂ“ﬂquﬂaf[iﬂ Vlm]’m’suﬂﬁLiaum’mu%’]WJuﬂi’JLiaugdﬁi@

o A ' o eaa
Iuszﬂziﬂumuqﬂiﬂ wUIaNUTzAnnslTU e lomingn

w9l wNaNs (2) wunegarduluszuziaiiaaugulan AdduwuatiFeunnnnimiarinudiads
Fumaiaiten uazeonhimineiifeugigaluszaziadaiqulsa

wUIaNY Tz NI lTU e lomingn

2 T
a [

A 9 A o o A

\Reathas (1) wunagmm‘lmzmsﬂumuquiiﬂ

AT WIUATY ﬁaumﬂﬂ'jmw‘hqm BITIUWINATITON
LRZHBENINALRATIUINAT) Saufl,m:m:%'ﬂﬁmqukﬂ

wUIaNY TN ITU s lominan

Ao, o

1A d. ; lil 1 ot o A =) v ! ' c:
lel&Jﬂ’J']&lLﬁEl\‘i (0) - ‘W%‘Ylﬂ%Jﬂ’lﬂi]rl,%izUziﬂuﬂlUﬂMIiﬂﬂll%’lu’J%ﬂi’JLiﬂ%%ai]ﬂ’é’lﬂ’l(ﬂ’]q@ma\‘i

o o A P

o A i v eaa
TRIUAIIIDN luizﬁltiﬂuﬂ’)'ﬂﬂwi‘iﬂ‘ﬂ widanuee Lﬂ'ﬂﬂ’ﬁl“ﬁﬂixIU“ﬁWﬂ@]u

A Ady 9 & A 9 o A
- wuﬂw"l,uslmwumgmﬂﬂlmwziﬂumuqﬂiﬂ

- utsenydszanmaltysslumingn

2.1 5anldananla (Decision Tree) 2ana3fa CART (Classification and Regression Tree)

LLuuﬁwamvl@TLLﬂua‘hmuﬁgumaomsn,mﬂﬁ'aLLa:m‘ﬁm‘sw:ﬁlﬁaﬁ'@mjm]’aga wWuinuuusInaeafanaae
Uszinnmislguselpminianszaun 2 dulnuagn Tooasdmusulunsuanfanmnue 7 i FNNIOULIINGN
iagavlﬁmuﬁm IUNTTHIANGTITI (Geni Index) Teniviniy o

HANNSWENNIBIAANIINTIzUNALa S e HRuALFslsn i denean WuIdAuALEEITINIRLA
409 uviy Aeudln 21,973 nasaFon utseanidu 1) AuAFesRIN $1wan 31 us A 11,536 nasaiian
2) AuiLFe9U w9 22 S1wanuvs Aawdn 4,578 nasaison 3) Auitiusias $1uaw 67 wis aadn 1,000
waIeFou uay 4) Auiludanuides $1wan 289 uvia Aaiin 4,859 nasaiian asuaaslunng s

2.2 5anldnnanle (Decision Tree) 2anasna ID3 (Iterative Dichotomiser3)

me‘haaq"L@TLLi_iaa‘hum"ﬁzumaamnmnﬁaLLafzmﬁmﬁzﬁLﬁiaﬁ‘@ﬂq’uﬁaga wuduuuinaeafandaan
Uszinnmsltuselominausaud 2 \Dulnuagn Tagaadwingulumsuanfisninug 7 5w Sauuuiiand
mm’mLLﬂdﬂg;mTagavl@Tmuﬁm IUNTLYIANGTIFI (Geni Index) e o

HANNSWENNIBIAANIINTIzUNALa S e HRuALEslsn i enean WuIdAuALEEITINIRLA
409 w4 Aatdu 21,973 nasntIew utdeantdu 1) AWALHEINN U 33 usis aauln 13,004 wasA 5o
2) Audssthunas 16 s1wanuvs daudu 3,107 #aIn3an 3) Audosday $1uam 71 uds Aein 1,003
waan3an uaz 4) Auilufinnudes $1uan 289 uvs Aawiln 5,578 waseniFau sausaslunwi s

2.3 %%ﬂ”lq'&l (Random Forest)

guligudiseui o LLum"madVL@TLLﬂaaiﬂmwﬁzumaqmm@mﬁaLLa:mﬁLﬂsﬂ:ﬁLﬁ:aﬁ'@ﬂ@'wﬁaga WU
wwudsesdantesudssannsldlsslominauszaun 2 ulnuazn Toaesunsulunisuanisminua

< 4 ° ' v [ v [ . ' | e
8 Th "’ﬁ\‘lLL‘]J‘U'%']@E]\‘]ET']N']TOLLUGﬂqu“ﬂﬂHﬂvL@]ﬂiuﬂ’lu AWNTZNIAATHIN (Geni Index) feuvinu o
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guliauisaud 1 me‘haaﬂﬁuﬁaﬁ‘hmwﬁgumaamiLL@mﬁaLLa:mﬁmﬂ:ﬁLﬁaﬁ'ﬂﬂﬁjwﬁaga WU
wuudsasdentfesulssinnmsldds:lomifauszaun 2 \Dulnuazn Tasassnmnsulumsuanisismue
9 % G‘EJLLuuémmmmsnLLﬂaﬂﬁjuﬁagavl@Tﬂiuﬁ'su IUNTTIANGTITI (Geni Index) Aeniviiu o

auldedungaud 2 u,uufﬁ’maa"l,@TLLﬂaaﬁmu"fwaamnmﬂﬁaLLazmﬁmﬁzﬁLﬁaﬁ'ﬂﬂQ’u"ﬁaga WU
wuuiaasfendesasfianuiawdulnuagn Tagasinmusulunsuanianinue 9 44 Ssuuuiiaes
sunInuLinguTaya ldasutiu IUNTYHIANGTIFI (Geni Index) ey o

auliduisaud 3 u,'uuﬁﬁaaa"l,é'fl,n_ia{immfumaamnmnﬁaLLa:mﬁmsw:ﬁLﬁaﬁT@ﬂaq'mTaga WU
wuudaasdentesulsinnmyldusslominanssaud 2 \dulnuazn Tasarssnmnsulumsuanisisvue
8 T G'fi\‘il,l,um‘hammmsnLLﬁanﬁjw"ﬁaga‘l@Tﬂiuﬁau IUNTYHIFNGTITI (Geni Index) envindu o

auliauisaud 4 u,'uuﬁﬁaaa"l,é'fl,n_ia{immfumaamnmnﬁaLLa:mﬁmsw:ﬁLﬁaﬁT@ﬂaq'mTaga WU
wwudraesidandadsanunwiniudulnuagn Togaadwinsulunsuanfisnnue 13 5 4suuudiaas
sunInuLinguTaya ldasutiu IUNTYHIANGTIFI (Geni Index) ey o

HAMTNENTEIAANNINMITELNauas =R AT T50 I danean W dRuAlEassIuTme 409
wvie Aatin 21,973 wasadan udsaentdu 1) AuiEesnnn 1w 29 uws dawdu 10,237 nasanifau
2) AuALEILUNa9 17 $ruanusis e 3,858 #aIALI0 3) Audstos $1um 74 uns A 3,019

ARIATOU Uae 4) WA LTanuFss 1w 289 uris Aatdu 4,859 waIni3aw AILaaIlLA WD 8

szt st s e

s
h i i
wiufluanamaniswensalimnansszunn
a & o a o e
uaziaswirundsdsaldidenaan
suaurausiung Swneunslung Sawndauunyd

N Adulddndula (Decision Tree)

(gndayafine1ddy U w2561 - 2565)

e T

s

Banafitu CART (Classification And Regression Tree)

Ee 393 etste
I '

l.muﬂuﬁmmammu’msm’ﬁﬂw‘ldmiwmn
a ol o a ¥ o=
LASIATIENWUVIL ﬂ\ﬂ.‘ﬂlﬂaﬂﬂﬂﬂ
fvaunawiuig Sunaursling fewiauunyd

N ASsiuliiiafiulo (Decision Tree)

danatiiy 103 (terative Dichotomiser 3)

{yatoyadnuide U w.4.2561 - 2565)

fratuneifoyinusi

ear scasny et s 5599
| l |

quﬁllﬁﬂiblﬁnﬁiﬂiﬂﬂﬂﬁﬁﬂvﬂ@ﬁ'ﬁi:’U’W\
= s o ﬁ oo
LAY ILATISUWUNL Hﬂiiﬁ1ﬂlﬁﬂﬂﬂﬂﬂ
fuatnasiung Sunaurdlg) damdauuny3

A5tdu (Random Forest)
(yadoyaRngide V w.A.2561 - 2565)

g

04 0 0¢ 06 12 16km
———

528500

T T
ccom sen e 0 o

= &a a e A4 o A
ATINN 8 Nﬂﬂ'liwUqﬂimﬂﬂqﬂqﬁﬂqiiz‘ﬂflﬂLL@Z')Lﬂi']Z'ﬁWu‘V]Lﬁﬁ\ﬂiﬂvlﬂnaa@]aaﬂ

(1) I5duldidafula (Decision Tree) 8ana3fin CART (Classification and Regression Tree) (2) 35w laf

aasula (Decision Tree) 8ana3#iy ID3 (lterative Dichotomiser3) (3) ’ﬁﬂ%ﬁu (Random Forest)

3. nMalSauiiaudscansnnananwgvasaanas N lwn1INeINI ot

NaN1TUILLIULAZIaUT=ANTAN (Evaluation) LUUF1889N1TWENNTAL WUSN I DaU LA
(Decision Tree) 8anasfiy ID3 (Iterative Dichotomiser3) Iﬁmﬂ’s’mgﬂﬁad (Accuracy) ﬁﬁqﬂ ]

1hgu (Random Forest) lﬁmﬂa’mgﬂﬁao (Accuracy) W usnaunaNN A T8z 97 LaLA
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(Decision Tree) 8anasfia CART (Classification and Regression Tree) Iﬁ@i’lm’mgﬂﬁad (Accuracy) %o Uﬁq@

A v (% a =
A8 DN 96 ﬂﬁLLaﬂ@lum’]i’m‘ﬂ 8 LLRZNTNN 9

19191 8 MTsuFAINaM I BusudszAnSnwanuwindwasaanasnulumsnensal

 oa e AANNYNGDY AIAINUAEN ANANITAN
INARALNANDITINA . . .
(F08a2) (F08ay) (SEGH]
oauliinadula (Decision Tree) 98 98 98
aana3fial ID3 (lterative Dichotomiser3)
A%1hgw (Random Forest) 97 97 97
oauliinadula (Decision Tree) 96 97 96

8ana3niu CART (Classification and

Regression Tree)

100 98
90
80
70
60
50
40
30
20
10

ID3

Random Forest

CART

a a = = a a T o aa &
ANN 9 LLN%Q&ILLa@NNaﬂ’]iLl]iU‘ULﬂﬂﬂﬂs:a'ﬂﬁﬂ'\Wﬂ’J'\&lLLNqumaﬂaﬂﬂﬂiﬂ&ll%ﬂqu NI

a‘gﬂuaza?\ﬂ‘nﬂwa

asduaniiion

@ o o

1. U2 aNFNNWSNUNISNYINTAEN

a e 4 4 v A
ﬁ‘YI’]\‘Jﬂ’]iiz‘.U'lﬁLl,az'lLﬂi’]z‘lﬂ‘w%‘nLaﬂdtiﬂv[“].ll.aaﬁaaﬂ

ad v

1.1 fasanlaudeny (Features Importance) NUN1IWENNIDE anuuudnaasitaulidasula

a

(Decision Tree)dana3fiu ID3 (lterative Dichotomiser3)filWnan1snsinynifilidranugndasninige

Immmmﬁﬂﬁ'ﬁygmﬂ 3 ouauusn laun nmslrdsslomindn druaunlasnan wazanunwiniuasaison

q
'

=

AIuaas a9

A v da o ) & o o
@139 9 ﬂﬂ"ﬂﬂ“f]&lﬂ')"l&lﬁqﬂm (Features Importance) NUNNITWEINTL 3 aBAULLIN

1298 @A1@8d1AT (Importance)
mslddselumiian 0.686850
Fruanulasian 0.181851
AMURIULUBUATII W 0.059588
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o Aa v o &o & ° ad o vo a L. @ a X
1.2 TapnfanuaunusnunmInensaiannuuuitaesdfduliaafula (Decision Tree)dana3fia ID3
(terative Dichotomiser3) ilinan1swenIniflidanugndasainniiga wohanuduwuslufamadoans
WUINRTuNnInNe 7 17398 lain F1uuladN@% ANUTUINANT LWA ANURILLWATIS O ATHANNTaN

ﬂé};lla']ilq LLﬂ$qmﬁﬂﬁ @]v\'iLLﬁ@\‘llu@]'ﬁW\‘lﬁ 10

A13197 10 ANINILFAITILNL ANV FNNWTNUNITWENN TR UAANIILALING

298 AANMNTNNUS
Frwanuasfian 0.54170
ANNTUFUANT 0.10130

LN 0.03389
ANMURLUBATITO 0.02925
ATHAUTOW 0.01498
ngueny 0.00970
DR 0.00669

1.3 Taspfifanudunninumanensolanuuusiaesisawliaadula (Decision Tree) ana3fiv
ID3 (lterative Dichotomiser3) ﬁﬁmmmgnﬁaogaﬁqﬂ WU NUFNRRELRAANIHN AU WU TnInue
2 11238 lasi3u9any é'm”uﬁ'lm'mé’uw”ufﬁwﬂN"‘uﬁaﬂﬁqﬂvlﬂmmm'lué‘ww"ufﬁwnﬁumﬂﬁqﬂ laun Ysunm
i uaznslUsslomifian asuaasluansef 11

A9 11 AT HBRAITATUNR ANV RN NI NUNITNEIN T UAAN 1IN N

11298 A1AMNANNHS (Correlation)
YIurauindu -0.01853
mslsUseloiinan -0.54771

v 1
P=1

€A a A q -

2. NMINYINTUNANINIIZUIABAIAZENwILRB I 1Dt Ranaan

ﬁnﬂwamiwmﬂmi“uauLLuuﬁ’maw‘hsmﬂﬁﬂmﬁaaﬁaﬁa WUIWUUINRBINT 3 DaNaNY 1NN

&a a el AN 1 a A v . o ' & a e A A
WENNTAANIINITTZUNABRZILATITANWN bl T AN RS lawaingn wal,umswmmmua:’smﬂmwumamqa
A A o o a A & ' = A '
WREIUIUNANS wazEpdtes ginsdanuaaiandonluniswennsal warinSouiyunan W nIaila s

' A N | & AN A A ' o o Al o

saniilu 2 ngu Ae ﬂquwumamLm:nquwuwvl,wmwmam rwuiuuudnadnnaanainubginsauin
wsrmmiﬁaaaaﬂaq'u"l,ﬁaﬂ'ﬂagnﬁaa I(ﬂEl“lTE]Hﬂﬁ%ﬁLﬁﬂdﬁumWﬁﬂﬁﬂ&J'I’?Lﬂi’lzﬁl,m’ﬂﬁuﬁﬂﬂ’mﬂ’]ii:ﬂ’l@]l%ﬁ%ﬁ
o TasfiTasudagdiuin 3 Tasundinadoniswensal taun mslsUszlopingn suuudasfiduuszanu
RULIUATIIOU s’fiaLﬂ%ﬂ%aﬁ'ﬂ*’ﬁagaL%aﬁuﬁﬁﬁﬂﬁmmimzqma'umeﬁuﬁagmﬁ'ﬂlmw:{ﬁmﬁ

3. nMalSauiiaudscansnInana g vasoanas N lwn1INeINI 0L

a

INWANIINEINIBBILLUIIAaINLIuLUEIaaidlaugndad (Accuracy) wad 1) Frauly
@afdwla (Decision Tree) 8ana3fiu ID3 (lterative Dichotomiser3) id1n1ugnda (Accuracy) gaﬁig(ﬂ
fAa Yawaz 98 2) A511gu (Random Forest) HA1AUYNGBY (Accuracy) usrauiiaas fe Sauaz o7
3) A5dulianaula (Decision Tree) 8ana3fia CART (Classification and Regression Tree) ﬁ@i’lﬂ’s’mgﬂﬁa\‘]

(Accuracy) \Jufnaunan Ae Sauas 96
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andsnana

(3

1. Han13338WuIn A5duldaadula (Decision Tree) 8ana3fy ID3 (lterative Dichotomiser3)

'
A

lﬁﬂ'ﬂmwgnﬁaa (Accuracy) §91ga Aa Jouas 98 uazlieANuaineN (Precision) Tauaz 98 FaAARBIND
NWITL0933139U AaFzana (2564) Fawuisawldaasula (Decision Tree) mmmuﬁq@ [6] udi Ligaandas
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