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Abstract

This paper proposes an adaptive cluster sampling using unequal probability without replacement
for selecting an initial sample. Midzuno scheme was applied for selecting an initial sample in adaptive
cluster sampling. Two unbiased estimators of the population total are proposed. The variances of the
proposed estimators and their unbiased estimators were also derived. A small population was also
used to show the unbiased property of the estimators under the proposed sampling design. The
simulation study was used to compare the efficiency of the proposed sampling design to the original
adaptive cluster sampling. The auxiliary variable is created to construct the initial probability. The
coefficient of correlation between the study variable and auxiliary variable consists of 0.3, 0.5, 0.7
and 0.9. The results showed that the proposed sampling design was more efficient than the original
adaptive cluster sampling. In particular, when the correlation coefficient between the auxiliary and
the study variables increases, the proposed sampling scheme was more efficient. In addition, the units
in the initial sample are easy to draw and the proposed estimates are easy to compute.

Keywords: Adaptive cluster sampling, unbiased estimator, Horvitz-Thompson estimator, rare population.

1. Introduction

It is difficult to find the most efficient sampling design for a rare and clustered population. In
order to collect samples from this population, Thompson (1990) proposed adaptive cluster sampling
designs and demonstrated that an adaptive cluster sampling strategy can be more efficient than a
simple random sampling strategy. In applications, the design can be used to estimate the number of
rare plants or animals in a given area or to draw a hidden human population. For example, Smith et
al. (2003) applied adaptive cluster sampling to survey freshwater mussels. For the simplest form of
adaptive cluster sampling, an initial sample of units is drawn by simple random sampling. Whenever
the value of study variable from a sampled unit in the initial sample satisfies a specified condition,
its neighboring units are added to be sampled. If the values of study variable from the added
neighboring units satisfy the condition, then their neighborhoods of these units are also added to be
sample. This procedure is continued until none of units satisfy the condition. Many researchers
studied about adaptive cluster sampling. Thompson (1991a) considered an adaptive cluster sampling
in which the initial sample is selected by stratified sampling. Thompson (1991b) proposed an adaptive
cluster sampling when the initial sample is drawn by systematic sampling.



44 Thailand Statistician, 2020; 18(1): 43-54

When we use the simple random sampling to draw an initial sample, the initial sample might not
contain units of interest. Therefore, the estimates do not use the information form units of interest.
However if the size measure is available which is positively correlated with the study variable, it is
advantage to select units with unequal probability. Roesch (1993) presented an adaptive cluster
sampling with initial unequal probability design with replacement. Smith et al. (1995) compared the
efficiency of four sampling designs using simulation study: simple random sampling, unequal
probability sampling, adaptive cluster sampling with initial simple random sample and adaptive
cluster sampling with initial unequal probability sample with replacement. Sangngam (2013)
considered adaptive cluster sampling with initial unequal probability inverse sample with
replacement. In theorem, for a given sample size, sampling with replacement is usually less efficient
than sampling without replacement.

There are many sampling procedures in which units are drawn with unequal probability without
replacement. One was introduced by Midzuno (1952). In this procedure, the first unit in a sample is
drawn by unequal probability sampling and the remaining units in the sample will be drawn by simple
random sampling. In this procedure, the units are easy to be drawn because only the first unit is
selected with unequal probabilities. In addition, the initial probabilities of all units in the sample are
used to construct the unbiased estimators of population total.

This paper applies Midzuno scheme to select an initial sample in adaptive cluster sampling.
Unbiased estimators of the population total are derived. The variances of the unbiased estimators and
their unbiased estimators are also derived. A small population is used to demonstrate the computation
of the estimates and to study the properties of the estimates. The simulation study is used to compare
the efficiency of the proposed sampling strategies to the original adaptive cluster sampling. These
results can be used to suggest the researchers to select the suitable sampling design for rare and
clustered populations.

2. Proposed Sampling Design
Suppose that a finite population consists of N distinct units with label 1,2,..., N. Associated

with the N units are the values of a study; y,,7,,...,»y. Let x,,x,,...,x, be the size measures of

the units and assume that the measure of sizes are known before selection. Let z, = x;/ X, be an

N
initial selection probability of the i" unit where X, = le.. The parameter to be estimated is the

i=1
N
population total 7 = Z V.
i=1
For every unit i in the population, the neighborhood of a unit is defined as a collection of units
which includes the unit i. These neighborhoods do not depend on the study values, y,. The
neighborhoods are symmetric; if unit i is in the neighborhood of unit j, then unit j is also in the

neighborhood of unit i. The condition for selecting neighborhood units is given by C ={y:y>c}

where c is a given constant. The unit i satisfies the condition if the study value y, is greater than or
equal to the constant c.

The proposed sampling procedure consists of an initial sample of size n to be selected by
Midzuno scheme and other units to be drawn by adaptive sampling. The sampling procedure can be
implemented using the following method. To draw the initial sample of size », the first unit is drawn
by using the initial selection probability, and other units in the initial sample are drawn by simple
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random sampling without replacement. Whenever each study value of a unit in the initial sample
satisfies the condition C, its neighborhood units are added to be sampled and observed. For any units
in the added neighborhood, if they satisfy the condition C, their neighborhoods are also included to
the sample and observed. The procedure continues until none of units satisfy the condition. The final
sample of size n, consists of the initial sample and all adaptively units. This sampling scheme
combines the concept of adaptive cluster sampling and unequal probability sampling without
replacement.

The collection of all units that are observed from an initial unit i is called cluster. Within a cluster,
a subcollection of units is called a network, with the property that if any units within a network are
selected, every other unit in the network is also included. The units that are adaptively sampled that
did not satisfy the condition are called edge units. By this way, if any unit in the &" network is
selected in the initial sample, all units in that network will be included in the final sample. Any unit
not satisfying the condition is called network of size 1. From definition of network, the population
can be divided into K mutually exclusive networks.

Let s, be the set of units under the initial sample. With the Midzuno scheme, the probability of

getting the initial sample (Sampath 2005, pp.73-74) is

1
P(s))=—— .
(SO) N 1 ZZI
n—1
Let s, be the final sample. Under the proposed sampling scheme, the probability of getting the

final sample is
1
P = i
(Sl) N—l X“Z:;lggzt
n—1
where Z refers to the summation of all initial samples leading to the final sample s,.
If the initial probability of selecting the unit i equals to 1/ N for every unit in the population,

the proposed sampling design will become the design of Thompson (1990).

3. Proposed Estimators

In this section, we would like to derive the estimators of population total and the variances of
these estimators. Finally, the unbiased property of the population total estimators and the variances
of these estimators can be also illustrated.

For any sampling designs, if the probability that unit i will be drawn into the sample is known
for every unit in the population, the Horvitz-Thompson estimator is an unbiased estimator of the
population total. With the proposed sampling design, the unit i will be included in the sample if
either some units in its network are selected to be the sample or any unit of a network of which unit
i is an edge unit is drawn to be the sample. Unfortunately, under the proposed design, these inclusion
probabilities might be unknown for some units in the final sample.

The first unbiased estimator of the population total is derived by applying the Horvitz-Thompson
estimator. The new study value of a population unit i is the mean of study values in a network which

includes the i" unit. The observations not satisfying the condition will not be used in the estimator
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except when they are included in the initial sample. Let y, be the set of units comprising the k"

network and m, be the number of units in the network k. The total and the average of study values

in the k" network is represented by y; = z », and Ve :L Z y;, respectively. The population
jevi my jey,
N N
total can be written as 7 = Z)_/,.* = Z ¥, In order to obtain an unbiased estimator, the study value y,

i=1 i=1
will be replaced by the new study value given by )71.*. Under Midzuno scheme in Sampath (2005,
pp.74-76), the probability that the /™ unit will be selected to be an initial sample is

)
n—1
=1-(1-z,)—%.
m=1=(=2)
n—1
In addition, the probability that both unit i and unit j are selected in the initial sample is given
by
(N—zj [N_Zj (N—3]
-1 -1 -1
ke ! +(1—Zi—Z.) " .
N-1 N-1 IN-1
n—1 n—1 n—1

Theorem 1 Under the initial sample s, of size n in the proposed sampling design, an unbiased

T =l—(1—zi)

y

_(I_Zj)

estimator of the population total is
A Ji
7, = E = (1)

The variance of ©, is given by

N N e . . R
V(f1)=22[¥Jy;yj- )
An unbiased estimator of this variance is

f e S\ VY
V(r,)= vt ZteJ 3)
: ,Z_l:jz_:‘[ T, 7

£ . AV *
Proof: Let y; be a new study value of the i™ unit for i =1,2,...,N. We knew that 7 = Z V.
i=1
1 ;the i unit is included in the initial sample

Define the indicator function 7, = .
0 ; otherwise.

N =
The estimator 7, can be written as 7, = Zy—ili. Since E[I,]=r,, using Horvitz-Thompson
i=1 ﬂ‘,‘

approach, we can prove that
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—k

N
E[T1 Z— Z)_/, =T.
i=1

[ i=1

—

Thatis 7, = Zy—i, is an unbiased estimator of the population total, 7.

i=1 i

Since E[Iilj] 7,;, we have

ij>

V(rl):ZV{ 11}22@{ =r,~ P }

i=1 j#i

:ZN:J_/_ (1- 7z)+zzy’ % Cov[]l,IJ
s

i=1 i i=1 j#i /Y

—k —*

NN —7m, | . .
Hence, V(7)) = ZZ[”—"]I}J}

Since E[I,]= E[[z} 7, and E[II ] 7;, an unbiased estimator of V() is given by

zl];:r
=ii[ﬁfj—ﬁﬁ Jy yj [[

N o (g -z \V Y
Hence, V' (7,) = [#)&

V(#)= ﬁ:i‘—ﬂ(l ), +Zzy1. _(Tf]uj

Note that the initial selection probabilities of units are used in the estimator only when these units
were selected in the initial sample, although all study values in a network are used to construct the
estimate.

The second unbiased estimator will be also derived by modifying the Horvitz-Thompson
estimator. The new study value is the total of study values in the networks. Any network size one
will not be used in this estimator except when it is selected to be the initial sample. This estimator
uses new inclusion probabilities. To obtain the inclusion probabilities of a network to be use in the
estimator, it is convenient to deal with networks.

Let z, = Z z, be the total of initial probabilities in the k" network. Under the notations of

Jeyy

K K N
networks, the population total can be written as 7 = Z y, = Z Z v, = Z ¥;. The network k& will

k=1 k=1 jey, i=1
be used in the estimator when any unit in its network was selected to be the initial sample. The
probability that a network will be drawn into an initial sample is given by Lemma 1.

Lemma 1 Under the proposed sampling design, the probability that at least one unit in a network k
is included in an initial sample is given by,
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ﬂz[,ivf][Ngml;l](lz;).
)

Proof: The k"™ network is included in an initial sample when any unit in its network is selected in

the initial sample. Let ¢, denote the event that any unit in the network & is selected in the initial
sample and ¢ the event that the initial sample does not contain any unit in the k" network. The
event ¢, occurs when all units in the network are not selected in the first draw and the remaining

(n—1) draws. Let ¢ ,, denote the event that all units in the k™ network are not selected in the first
draw. We found that P((pl;(l)) =1-z,. Let @i (n1y be the event that all units in the network & were

not selected in the remaining (n—1) draws. We can find the conditional probability,
N-m, —1
n—1

N-1
)
From the definition of 7,, we get that
7, = P(p,) =1-P(g})
=1-P(p, ("l )
= 1_P(‘Pﬁ,(1)) P(wli,(n—l) | (011,(1))
(N —-my, — lj

1oz

N-1
n—1
N-1 N-m, -1 (-2
n—1 n—1 K
N-1 '
n—1
Lemma 2 Under the considered sampling design, the probability that the initial sample contains at
[ [N—mh—lj (N—mk—mk—lj
. . n—1 n—1 n—1
“1-(-zH)~"— " 7 AN
7 =120 N-1 N-
n—1 n—1 n—1

Proof: From the definition of 7, it can be shown that

PPy | 9) =

.
Therefore, 7, =

least one unit in each of networks k and h is
N-m, — 1]

-(1-z,) +(1-z,~2,)
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Ty =P, N 9,)
=1—P[(¢k fwh)'] “4)

~[P(e;)+ P(¢))~ P(p, " g))]-
Consider the following probabilities. The probabilities of P(¢p;) and P(g,) can be found in
Lemma 1. The P(p, Ng,) in (4) equals to

P9, 0g}) = Pl @) Ol O @iy O Pl ]
= P((plis(]) M (P;:,(I)) PI:(W;:,(n,l) N (p}:,(n,l)) | (fﬂﬁ,(l) M @}:,(1))}

We can derive that P((pl;(l) N (/’}:,(1)) =1-z, —z,. In addition, the conditional probability can be

)] :[ (iﬂ)h ]

Substituting these probabilities in (4), we will get the probability that the initial sample contains

derived by,

P[(%ﬁ,(m) N 1@ N oL

at least one unit in each of networks & and 4.
Theorem 2 Under the proposed sampling design, let v be the number of distinct networks within the

initial sample. An unbiased estimator of population total is

J’A
5
kl”k (%)

The variance of the estimator 7, can be written as
Ty =T, 7, | o+
Tkh T kTh k h
V(E) = ZZ Vi ©)
=1 h=1 7Z'k [
* * . . . A .
where 7, = 7,. An unbiased estimator of the variance of 7, is

7(2) = ZZ[”” n j S )

1 =1 k”h ”kh

Proof: We define the new study variable and indicator function for a network. Let y;: be a study
K

value of the k" network for k =1,2,...,K. We knew that 7= y,.
=

Let I, be the indicator function defined as

1 ;some units in network & are included in the initial sample
o ; otherwise.

K

The estimator 7, can be written as 7, = Z I The derivations of (5), (6) and (7) can be
k=

derived as the proof of Theorem 1.
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If the initial probability of the unit i equal to 1/N for every unit in the population, the two
proposed estimators are reduced to the estimators as in Thompson (1990).

4. A Small Population Example
In this section, a small population is used to demonstrate the computation of the estimates and to
show the unbiased property of the estimators. The proposed sampling strategy is also compared with
the sampling strategy introduced by Thompson (1990).
In Thompson strategy, the initial sample will be selected by simple random sampling without
replacement. The probability of getting an initial sample is given by
1

ik
)

The unbiased estimator 7, of the population total reduces to the modified Hansen-Hurwitz
(Thompson 1990),

P(so):

A N G .
Thn =_Zy1"
n o

In addition, the estimate 7, becomes to be the modified Horvitz-Thompson estimator

(Thompson 1990),
(N]
. c n
Tur z

:k:I N N —m, -
n n

Assume that the population consists of five units, the study values, y, ’s; y, € {50, 100, 0, 5, 10}
corresponding to the initial probabilities, z, ’s; z, € {0.30, 0.40, 0.05, 0.10, 0.15}. The neighborhood

of each unit includes all adjacent units (of which there are either one or two). The condition is defined
by C = { yiy2 20}. The initial sample size is given by n = 2. The parameter to be estimated is

7 =165. The probabilities of getting the initial sample and the estimates under the two sampling
strategies are represented in Table 1.

The following description is one example that we use to clearly illustrate. For example, the
observations 100, 5; 50, 0 means that the initial sample consists of 100 and 5, and the adaptive
observations are 50 and 0. From these observations with the proposed strategy, the probability of

getting the initial sample s, ={100,5} is P(s,)=0.5/4=0.125 and the proposed estimates are
computed by
R 4
7 =
4-(1-0.4)3)

(75) (5) = 151.75 and

4
+
4-(1-0.1)(3)

p-o— % _as+—2
4-(1-0.7)(2) 4-(1-0.0(3)

For Thompson’s strategy, the probability of getting the initial sample is P(s,) =1/10 =0.100

(5) = 191.86.

and the estimates are

2 :%(75+5) = 200 and 7, =%(150)+%(5) — 226.79.
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Table 1 All possible final samples, probabilities of getting the initial sample and the estimates
under the two sampling strategies

Proposed strategy Thompson’s strategy

Observations = A = <
P(SO) Tl z-Z P(SO) z-HH z-HT

50, 100;0 0.175 294.26 176.47 0.100 375.00 214.29

50, 0;100 0.088 157.89 176.47 0.100 187.50 214.29

50, 5; 100, 0 0.100 173.28 191.86 0.100 200.00 226.79
50, 10;100, 0 0.113 185.48 204.06 0.100 212.50 239.29
100, 0; 50 0.113 136.36 176.47 0.100 187.50 214.29

100, 5; 50, 0 0.125 151.75 191.86 0.100 200.00 226.79
100, 10; 50, 0, 5 0.138 163.95 204.06 0.100 212.50 239.29

0,5 0.038 15.38 15.38 0.100 12.50 12.50
0,10 0.050 27.59 27.59 0.100 25.00 25.00
5,10 0.063 42.97 42.97 0.100 37.50 37.50
Mean 165.00 165.00 165.00 165.00

Variance 5,810.92  3,307.22 11,118.75 8,507.14

We found that the final sample size varies from sample to sample. The two sampling strategies
give the unbiased estimators of the population total. In addition, the variances of the estimators under
the proposed sampling strategy are less than that of the estimators under Thompson’s strategy.

5. Simulation Study

The simulation study is used to compare the efficiency of the proposed sampling strategy (PSS)
to the original adaptive cluster sampling (OACS) given by Thompson (1990). Figure 1 consists of a
real data, the numbers of ring-necks ducks in a given area (see Smith et al. 1995). The neighborhood
of each unit includes four adjacent units. The number of ring-necked ducks in a rectangular will be
used as the study variable (). The population consists of N =200 units. Auxiliary variable (x)

correlated to the study variable are created with the 4 setting coefficients of correlation (p) :0.3,0.5,
0.7 and 0.9. The condition is defined by C = { yiy> 0}. For PSS, the initial sample is selected by

probability proportional to auxiliary variable. For OACS, the initial sample will be drawn with equal
probability without replacement.

The simulation consists of 50,000 samples according to the initial sample sizes for each n =5,
10, 15, 20, 25, 30, 35, 40, 45 and 50. The formulas that are used to estimate the expectation and
variances of estimators are

~ 50,000 - 1 50,000 " 2
E(5)= # and P )= — #_E@) T, respectively,
)= 50,000 i )= 500001 ; [7-E@] . respectively

where the 7; is the value of the estimator for the sample j for each sampling strategy, and the E£(7 )

is the average of the estimates for the estimator for each sampling strategy. The estimate of relative

bias is defined as RB = [E () - r]/r. The estimate of standard error is defined by the squared root

of the variance.
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Figure 1 The numbers of ring-necks ducks in a given area
Table 2 The averages of estimates under two sampling strategies
OACS PSS

n p=03 p =05 p=0.7 p =09

T Tur 4 2 4 2 4 2 4 2

5 22707.2 22,757.6 23,103.7 23,149.4 23,208.4 23,285.0 23,032.7 23,084.1 23,1454 23,232.9
10 23,379.9 23,370.6 23,431.4 23,389.9 23,474.5 23,418.9 23,455.1 23,351.8 23,315.6 23,202.1
15 23,465.8 23,529.6 23,445.6 23,480.8 23,447.1 23,473.9 23,528.0 23,557.7 23,642.1 23,676.1
20 23,439.1 23,441.6 23,459.4 23,453.9 23,434.2 23,436.9 23,440.9 23,435.3 23,462.2 23,478.4
25 23,5433 23,430.2 23,460.2 23,359.6 23,486.5 23,395.5 23,471.6 23,391.7 23,467.9 23,418.2
30 23,463.8 23,476.2 23,475.7 23,471.4 23,456.6 23,454.5 23,438.4 23,439.7 23,424.1 23,408.6
35 23,2584 23,269.8 23,265.2 23,291.9 23,221.0 23,258.7 23,203.5 23,245.8 23,178.8 23,214.8
40 23,2942 23,251.1 23,299.6 23,269.8 23,289.3 23,264.9 23,275.9 23,241.8 23,303.1 23,273.2
45 23,363.8 23,287.1 23,349.1 23,302.0 23,335.7 23,292.0 23,329.8 23,278.1 23,344.4 23,295.0

50 23,3257  23318.1 233664 233422 233503 233228 233542 233282 233387  23.304.9

In Table 2, the averages of estimates of all estimators are very close to the population total
(7 = 23,333). The estimates of relative bias of all estimators in Table 3 are also close to zero. These

results confirm that these estimators are unbiased estimators of the population total.
Table 4 shows that the proposed sampling design outperforms the original adaptive cluster
sampling design. For a given initial sample size, the standard error of proposed estimator (7,) is

small than that of the Modified Hansen-Hurwitz estimator (7,,,) of Thompson (1990) and the

standard error of the estimator 7, is also less than that of the estimator 7,,,.
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Table 3 The estimates of relative bias of estimators under two sampling strategies

OACS PSS
n p=03 p=0.5 p=0.7 p=09

G T 4 2 4 2 4 2 4 2

5 -0.027 -0.025  -0.010  -0.008 -0.005 -0.002 -0.013 -0.011 -0.008  -0.004
10 0.002 0.002 0.004 0.002 0.006 0.004 0.005 0.001  -0.001  -0.006
15 0.006 0.008 0.005 0.006 0.005 0.006 0.008 0.010 0.013 0.015
20 0.005 0.005 0.005 0.005 0.004 0.004 0.005 0.004 0.006 0.006
25 0.009 0.004 0.005 0.001 0.007 0.003 0.006 0.003 0.006 0.004
30 0.006 0.006 0.006 0.006 0.005 0.005 0.005 0.005 0.004 0.003
35 -0.003 -0.003  -0.003  -0.002 -0.005 -0.003 -0.006 -0.004 -0.007 -0.005
40 -0.002 -0.004  -0.001  -0.003 -0.002 -0.003 -0.002 -0.004 -0.001 -0.003
45 0.001 -0.002 0.001  -0.001 0.000  -0.002 0.000  -0.002 0.000  -0.002
50 0.000 -0.001 0.001 0.000 0.001 0.000 0.001 0.000 0.000  -0.001

Table 4 The estimates of standard errors under two sampling strategies

acs PSS
. A =03 5=05 =07 =009

A

T Tur g1 ) 4 23 g1 ) 4 2}

5 759746 759253 73,0886  71,977.6 69,0465 67,3170 63,1563 604256 542254 503212
10 54,1501 534717 52,691.1 51,7180 51,0062 49,7628 484182 467063 43,5275  41,154.0
15 435745 43,0130 42,7505 419867 41,7198 40,8283 40,1804  39,117.8 37,1854  35689.7
20 373067 363757 367415 357414 360052 349754 349376 337755 32,6971 313018
25 332301 31,8471 327325 313628 322274 308421 313823 299577 29,6353 28,1024
30 29,5872 284451 293046 28,1040  28899.0  27,678.0 282757 269945 269717 255147
35 268965 256364 26,6202 253766  26287.6  25036.6 257898 244977 247367 233145
40 248764 234129 246579 232050 243913 229328 240012  22486.6 23,1136 21,5128
45 231754 215532 229611 213669 227454 21,1418 224191 20,7774 21,6655 19,9497

50 21,494.6 19,907.9 21,387.9 19,756.0 21,219.1 19,571.9 20,928.1 19,258.9 20,303.4 18,559.8

When the initial sample size is fixed, the standard error of modified Horvitz-Thomson estimator
(7,;) is smaller than that of Hansen-Hurwitz estimator (7,,,). For given p and n, the standard
error of 7, is also smaller than that of 7,. The results of Thompson (1990) correspond with these

results. With fixed the initial sample size n, the standard errors of the proposed estimators decrease
when the coefficients of correlation increase.

6. Conclusions
This paper presented an adaptive cluster sampling with unequal probability sample without
replacement. In the proposed sampling scheme, the initial sample is easy to drawn since only the first
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unit is selected with unequal probabilities but the others are drawn with equal probabilities. First
unbiased estimate is created from the initial probabilities of all units in the initial sample and the
second one is derived from the initial probabilities of all networks that are intersected of the initial
sample. In addition, the both proposed estimates are easy to compute. The simulation study showed
that the proposed sampling strategy was more efficient than the original adaptive cluster sampling
strategy. When the correlation coefficient between the auxiliary and the study variables increases, the
estimate standard errors of the proposed estimators decrease. However, for the proposed sampling
design, the number of distinct network (v) and the final sample size (n,) are random variables. It

can be seen that the proposed sampling design is suitable for sampling rare and clustered populations.
In addition, when there are high correlation between the initial probability and the study variable, this
sampling design will have the high efficiency.
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