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Abstract

This paper has great potential to estimate the population variance in presence of non-response.
Improved class of estimators is suggested, and their properties are discussed. To prove the theoretical
findings, simulation studies are carried out and empirical studies are also performed on real data sets,
which show the dominance of the proposed class of estimators over traditional ratio estimator under
non-response. Results are interpreted and suitable recommendations have been made to the survey
practitioners.
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1. Introduction

In sample surveys, the use of auxiliary information has shown its significance in improving the
precision of estimates of population parameters such as population mean, population variance,
population median etc. The estimation of finite population variance attracts the attention of survey
practitioners for several practical applications. In recent years, Srivastava and Jhajj (1980), Isaki
(1983), Upadhyaya and Singh (1999), Kadilar and Cingi (2006), Khoshnevisan et al. (2007), Singh
and Vishwakarma (2008), Khan and Sabbir (2013), Yadav and Kadilar (2013). Shabbir and Gupta
(2014), Subramani and Kumarapandiyan (2012, 2015), Saini (2015), Pal and Singh (2017), Saini and
Kumar (2017), Yadav and Subramani (2019), Yadav et al. (2019) and Saini and Kumar (2019) among
others proposed the ratio, product and regression type estimators for estimating population variance
by utilizing the auxiliary information to increase the efficiency of the estimator.

It is profound phenomenon in sample survey; the problem of non-response is inevitable fact,
which causes to decrease the quality of data and challenge for survey practitioners. To overcome such
difficulties in sample surveys, Hansen and Hurwitz (1946) originated an effective sub sampling
method to reduce the non-response. Some works have been done by Sinha and Kumar (2015), Bhat et
al. (2018), Shahzad et al. (2017) to reduce the effect of non-response by using Hansen and Hurwitz
(1946) technique in the estimation of population variance.

Motivated with the above works, in this paper we have proposed efficient class of estimators for
estimating population variance in presence of non-response, when non-responses observed only on
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study variable and when non-response is observed on study and auxiliary variable both. The properties
of the proposed class of estimators have been studies and their efficacies are demonstrated through
simulation and empirical studies. Suitable recommendations are put forward for survey practitioners.

2. Notations
Consider a finite population U = {1,2,3,...,N } having N units and let y, and x; respectively
be the values of study variable ¥ and auxiliary variable X associated with i unit. Let N, and N,

be the number of units in the population that belong to the response and non- response class
respectively. Let a sample of size n has been drawn from the population in which n; units responds

and n, =n—n, units do not respond. A sub-sample of size » =n, f,”' (f, =1) from non-responding

units has been drawn using simple random sampling without replacement (SRSWOR) method. We
adopted the following notations for their further use:

X(Y): Population means of the auxiliary (study) variable x(y)
X(¥) : Sample mean of the variable , and Y, respectively

2, 25 . . .
s, (s;) : Sample variance of the variable x(y)

s (s;z ) : Sample variance of the variable x()) in presence of non-response

C y,CX : Population coefficient of variation for the variables shown in subscripts

p,, - Population correlation coefficient between the variables y and x

D,: The i™ decile of the auxiliary variable x

M , : Median of the auxiliary variable x

0, (i=1,2,3) denote the first, second and third quartile of the auxiliary variable x. O ,0, and

Q, are the functions of quartiles defined as

(Q3_Q1)’Qu :(Q3+Ql) and ﬂ.:(l_ij
) 2 n N

Qr :(Q3 _Q1)’Qd =

To estimate the population variance of y, we consider the S;z as in Sinha and Kumar (2015) and

variance defined as V(sf) :[ﬂ(Sf, )2 {ﬂz(y) —1} +, fhn_ ( (2) ) (ﬁz (29) )},

1 —\2 1 = \2 = 1

2 2

where S :_N—l UN(y,- —Y) ) Sl —Nz ) ZUNZ (yi _Y(z)) > Yo :VZZU“ Yis

= 1 H H H H N.

Yo _FZ %, KW= B 0= 10(2) s B==5, By (x)=- (;4(2—) A :WZ’
Hao 20(2) 02 02(2)

N . 1 L o
H =m;( ) ( X) s My :m%(% _Yzz)) (X[ _X(z)) , Ay :ﬁ, and

Haz)
Hoo(2)Hoy(2)

Bias and mean square error of the suggested class of estimators in presence of non-response is

2(2)

solved up to O(n™"), under the transformation given as
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S;Z =Sy2(1+eo); S§=Sf(l+€l); sf :sz(l-i-ez).
Such that E(e,)=0 and |e,|<1,Vi=0,1,2.

(S;z»(z))z w, o=

s’ (B —1)}’ E(ef)=7{f -1},

E(eé)z ﬂ(ﬂz(y) —1)+

s )
E(ej):{ﬂ(ﬁz(x)—l).;_( 24)) szhn l(ﬁz(zx)_l) ., E(eye)=n{A, -1},

X

s,82 1
E(eoez):{ (/122 —l)+ l;ZZ)S,Z(Z) W, fhn (,122(2) —l)}

3. Proposed Class of Estimators
Following Khoshnevisan et al. (2007), the class of estimators for estimating population variance

Sj in presence of non-response are given as
Case 1: When non-response on study variable Y,

. aS+b

=5 [a(as§+b)+(1—a)(asj+b)] ’ M

where «, g are suitable chosen constants and a(a #0), b are either real numbers or function of

known parameters of the auxiliary variable X.

By using the above mentioned transformations, the estimator 7} makes the form as follows

. _ +1
v =82 (1+e,)(1+a de ) * =82 {l+eo _aige, +$a2/12612 —a/lgeoel}, 2)
aS? . . .
where A = &7 * . Bias of the proposed estimator is as follow
aS; +
* 2 2192 1
B(yy) =S| a’a ﬂg(g+1)5{ﬂ2(x) —1}—0Mg7r(/122 -1)|. (3)

Squaring both sides in (2) and ignoring higher order terms
(7/; -5 )2 =5, (e, —adge )2 =S, (eg +a’A’g’el —2algee )

Taking expectations on both sides putting the values mean square error of the proposed estimator is
as follows

2
(S;i)) W, fhn—l

¥

MSE(;/;)=S;T ﬂ(ﬂz(",)—1)+ (ﬂz(m—l) +a2,12g27[(ﬁ2(x)_1)_2a,1g7z(/172—1) .

“)

Partially differentiating (4) with respect to «, the optimum value of « is as follows
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__ (-l
28 (B 1)

Putting the value of  in (4), we get the minimum mean square error of the proposed estimator is as

opt

follows

wsE ()

opt

4 (Sf(z) )2 fi-1 7 (A 1)’
:Sy ”(ﬂz(;:) _1)+S—_3W2 T(ﬂz(z)z) _1)_—(52“) _1) . (5)

Case 2: Non response on study and auxiliary variable ¥ and X both
4

2 : anz +b (6)
a(as: +b)+(1—a)(an2 +b)

*
7_vx -

where «, g are suitable chosen constants and a (¢ # 0), b are either real numbers or function of

known parameters of the auxiliary variable X. By using the above mentioned transformations, we
have

. - 1
7 =S, (1+¢,)(1+ade,) “ = S; {Heo —age, +@a2/ﬁe§ —a/lgeoez}, )

2
where A = <

———. Bias of the proposed estimator is as follow

aS; +

(8% )2

1
g(g+1)5a212 ﬂ(ﬂz(x) —1)+

S4

w1
w, fT(ﬂZ(Z,‘c) _1)

B(r,.)=S;

2 2

skt

Squaring both sides in (7) and ignoring higher order terms

‘“ﬁg{m Sty Aol —l>}
n

% 2
(7/}% —Syz) =5 (e, —adge, ) = S) (eg +a’l’gle; —Z(Mgeoez).

®)

Taking expectations on both sides putting the values, mean square error of the proposed estimator is

as follows

s2,)
el el

y

f, -1
MSE(y,,) =S} "

2

S'fSX2 n

Partially differentiating (9) with respect to «,

(ﬂz(z},) —1)}+azﬂ,2g2

7[(,82(",) —1)+

(8% )2

X

S f
_2aﬂg{”(iz2 _1)+MWZ fh_(ﬂ'zz(z) _1)}

¢ w, %(ﬂz(h) - 1)

)
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S 52 _
{”(122 —1)+ 28 ) w, Sy l(ﬂzz(z) —1)}
n
2
(8%) w 1ol
2 n

Sist
ﬂg{”(ﬂz(x) _1)+ g4 ('82(ZX) _1)}

Putting the value of a in (9), we get the minimum mean square error of the proposed estimator

aopt =

is as follows

S35 -1
{”(ﬁ"zz_l)Jr ;Z;Sz(Z) szh (/1220)_1)}

n

op S4

y

Sio) o gi-
MSE(7,,), =5 {ﬂ(ﬁz(v,,)—l)+( o) szn 1(,6’2(2),)—1)}—

. |
{”(ﬁzm ‘1)+MW2 %(ﬂzm ‘1)}

(10)

In Tables 1 and 2, member of suggested class of estimators YEI) and Yf.z) are listed as follows

Table 1 Members of the suggested class of estimators Yf.')

Values of constants

. P b g Estimator
) _ 2 2/ 2
1 1 0o 1 =5 [80s]
The Usual ratio estimator
1 a1 v =5 [s+C/si+C,]
) Kadilar and Cingi (2006)
) _ 2 2
1 1 By 1 1 =5 [T B [0+ By ]
Upadhaya and Singh (1999)
) _ [ e2 2
1 1 ﬂl(x) 1 Y‘(4 _Sy I:Sx +181(x)/sx +ﬂl(x):|
Subramani and Kumarapandiyan (2015)
1 1 p 1 v =s[si+pfsi+p]
Subramani and Kumarapandiyan (2015)
1 s, v =5 [8048 /5148, ]
Subramani and Kumarapandiyan (2015)
1 *2
. | M, 1 Y =5, [ +M,[s:+M, ]
Subramani and Kumarapandiyan (2012)
1 1 0, 1 Y =5, [SI+0/si+0]
Subramani and Kumarapandiyan (2012)
Y\ = *Z[S2+ s+ ]
1 1 0, 1 9 TS, | Py O, /s, +0,
Subramani and Kumarapandiyan (2012)
Y =5 [SI+0./s1+0.
1 1 0, 1

Subramani and Kumarapandiyan (2012)
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Table 1 (Continued)

Values of constants

o P b g Estimator
1 2
1 10, 1 T =s; [Si+ /s +0,]
Subramani and Kumarapandiyan (2012)
| | 0 X)) =5 [S2+0, /52 +0, ]
Subramani and Kumarapandiyan (2012)
1 2
1 1 D, 1 Ygs) =S, |:Sx2+D1/Sf+D1j|
Subramani and Kumarapandiyan (2012)
1) 2
| | D, | Y( —s [S +D/s +D]
Subramani and Kumarapandiyan (2012)
1 *2
1 1 D, 1 T =5, [ST+D /s + D]
Subramani and Kumarapandiyan (2012)
1) 2
| | D, | Y( —s [S +D/s +D]
Subramani and Kumarapandiyan (2012)
1 *2
1 1 D, 1 Ty =5, ST+ Dy /s + D]
Subramani and Kumarapandiyan (2012)
1) 2 2
i ! D, | Y( —s [S +D/sx+D6J
Subramani and Kumarapandiyan (2012)
1) 2 2
| | D, | Y( —s [S +D/SX+D7:|
Subramani and Kumarapandiyan (2012)
1 *2
1 1 D8 1 Y‘(Z(z =Sy |:Sz+DS/Sz+DS:|
Subramani and Kumarapandiyan (2012)
1) 2 2
| | D, | Y( —s [S +D/sx +D9J
Subramani and Kumarapandiyan (2012)
1 2
1 1 Dy, 1 Y(ZZ) =9, [sz +D10/S§ +D10:|
Subramani and Kumarapandiyan (2012)
(1) _ # 2 2
1 ﬂ2(x) Cx 1 Y‘23 - Sy I:ﬂz(x)Sx + Cx/ﬂZ(x)Sx + Cx:|
Kadilar and Cingi (2006)
(1) _ 2 2
1 Cx ﬂZ(r) 1 Y24 - |:C S + ﬂZ(x)/CxSx + ﬂZ(x):|
Kadllar and Cingi (2006)
(1 _ ¥ 2 2
1 IB](X) CX 1 Y‘25 - Sy |:ﬂ1(‘()SV + Cx /ﬂl(x)sx + Cx:|
Subramani and Kumarapandiyan (2015)
(1) _ 2 2
1 Cx ﬂl(x) 1 Y26 S |:C S +lBl(x)/CxSx +ﬂl(x):|
Subramani and Kumarapandiyan (2015)

Subramani and Kumarapandiyan (2015)




Vishwakarmaet et al.

Table 1 (Continued)

Values of constants

o P b g Estimator
) _» 2 2
1 Cx p 1 Y‘<23 _Sy [C‘(S’( +p/CxSx +pj|
Subramani and Kumarapandiyan (2015)
1 Sx Cx 1 Y‘(219) = s:'z |:SxSf + Cx/sti + Cx:l
Subramani and Kumarapandiyan (2015)
. c g . Y =5, [CS2+S,/Cs2+S, ]
) ) Subramani and Kumarapandiyan (2015)
1 M C 1 Y(Sll) =S;2 [Mde +Cx/Mde +Cx:|
d X
Subramani and Kumarapandiyan (2015)
1 #2
1 Cx Md 1 Y‘(}Z) :Sy I:C)»Sf +Md/cxsj +Md:|
Subramani and Kumarapandiyan (2013)
(1) _ ¥ 2 2
1 P P 1 T =s, [ﬂl(")Sx +ﬂ2(")/ﬂ1(")sx +ﬂ2("):|
Subramani and Kumarapandiyan (2015)
(1 _ 2 2 2
1 B B 1 Y8 =5 [ By S+ By [ Puosi + B
Subramani and Kumarapandiyan (2015)
M _ > 2 2
L P By Y= [SI+ By 554 Py
Subramani and Kumarapandiyan (2015)
) _ ¥ 2 2
1 ﬂz(X) p 1 Y‘gé _Sy |:ﬂ2(x)‘gx +p/ﬂ2(x)sx +p:|
Subramani and Kumarapandiyan (2015)
(1 _ ¥ 2 2
1 Sx ﬂz(x) 1 Y37 - Sy |:SxSx +ﬂ2(x)/SxSx +ﬂ2(x):|
Subramani and Kumarapandiyan (2015)
(n _ # 2 2
U B S Y= [ BoS2 5./ Bt +5. ]
Subramani and Kumarapandiyan (2015)
1 _ 2 2
1 M, B 1 Ty =5, |:Mde +ﬂ2(x) /Mdsx +ﬁ2(x):|
Subramani and Kumarapandiyan (2015)
1 _ o~ 2 2
1 P M, 1 Ta =5, [ﬂz(x)S" M, /ﬂz(x)s" +Md:|
Subramani and Kumarapandiyan (2015)
1 2
1P B 1 X =5 [ oS4 B o5+ B |
Subramani and Kumarapandiyan (2015)
(1 _ * 2 2
1 ﬂ](x) p 1 Y42 - Sy I:ﬂl(x)Sx +p/ﬂ1(x)sx +p:|
Subramani and Kumarapandiyan (2015)
n _ 2 2 2
1 SX ﬂl(x) 1 Y43 _Sy I:SxSx +ﬂ1(x)/SxSx +ﬂ1(x)]

Subramani and Kumarapandiyan (2015)
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Table 1 (Continued)

Values of constants

Estimator

1 Bico S,

1 2
Y =57 [ BSI+S. /By +S. |
Subramani and Kumarapandiyan (2015)

Yy = S;Z [Mdez + By /Mdsxz +ﬂ1(x):|

Subramani and Kumarapandiyan (2015)

Ygtlg = S;Z [ﬂl(x)Sj +M, /ﬂl(x)sj + Md:|

Subramani and Kumarapandiyan (2015)

Y0 =57 [8.52p/5.5 4]

Subramani and Kumarapandiyan (2015)

Yy =5, [pS:+5./psi+5,]
Subramani and Kumarapandiyan (2015)

Ygtls) :S;2 [Mde +p/Mde +,0:|

Subramani and Kumarapandiyan (2015)

Y{;g ZS;Z |:/0Sf +Md/psf +Md:|

Subramani and Kumarapandiyan (2015)

Y(511) = sz [Mdez + Sx/MdSi + SJ
Subramani and Kumarapandiyan (2015)

s, P
1 p s,
1 M, P
1 P M,
1 M, S,
1 S, M,

YY) =5, [5,82+M,/S,s2+M, |

Subramani and Kumarapandiyan (2015)

Table 2 Members of the suggested class of estimators Yl(.z)

Values of constants

o P b Estimator
(2) _ *2 2 *2
1 | 0 W =s, [Sx/sx J
The usual ratio estimator
(2) _ *2 2 *2
| | c. O =5 [sTec, /s ]
Kadilar and Cingi (2006)
@ _ ¢ -
1 1 ﬂzu) Y= S, |:Sx2 +ﬂ2(x)/sx + ﬂZ(x):|
Upadhaya and Singh (1999)
@ _» -
1 1 Biis) Y, = Sy, |:S3 +,Bl(x)/sx +IBI(x):|
Subramani and Kumarapandiyan (2015)
1 1 D Y§2> = s_t.z [Sf +p/s:;2 +p}
Subramani and Kumarapandiyan (2015)
| | g v =5 [s248, /574, ]

Subramani and Kumarapandiyan (2015)
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Table 2 (Continued)

Values of constants

o P b P Estimator
| | Mo v =5 [sTem, /sl M, ]
Subramani and Kumarapandiyan (2012)
(2) _ 2
1 1 0, | Y s [S +Q1/s +Ql}
Subramani and Kumarapandiyan (2012)
1 1 Q3 1 YEJZ) = S;Z |:Sf + Q3 /S:Z + Q3:|
Subramani and Kumarapandiyan (2012)
L1 9 v =5 [s2+0 /s 40,
Subramani and Kumarapandiyan (2012)
@
1 1 0, | T, —s [S +Qd/s +QdJ
Subramani and Kumarapandiyan (2012)
L1 o 1 vl =5 (5740, /57 +0, ]
Subramani and Kumarapandiyan (2012)
| | b1 ve) =5 [s14D /s + D]
Subramani and Kumarapandiyan (2012)
| | b, 1 v =5 [s2+D,/s] 4D, ]
Subramani and Kumarapandiyan (2012)
1 1 D, 1 Yf? = s;z [Sf + D, /s::2 + DJ
Subramani and Kumarapandiyan (2012)
1 1 D, 1 1 =s s D/ 4D,
Subramani and Kumarapandiyan (2012)
2) _ 2 2
1 1 l)5 1 Y<17 _Sy |:S)f +l)5/Sx +l)5:|
Subramani and Kumarapandiyan (2012)
1 1 D, | Yfg) = s;z [Sf + DG/S:Z + DGJ
Subramani and Kumarapandiyan (2012)
| | D, X YO =57 s2 +D7/sf+D7]
Subramani and Kumarapandiyan (2012)
1 1 D, 1 =5 [0+ D)5+
Subramani and Kumarapandiyan (2012)
1 1 D, 1 Y(zzl) = s;z [Sf + Dg/s:2 + DQJ
Subramani and Kumarapandiyan (2012)
1 1 D 1 Y(zzz) = S:-Z |:Sf + Dlo/siZ +D10:|

10

Subramani and Kumarapandiyan (2012)

881



882 Thailand Statistician, 2022; 20(4): 873-891

Table 2 (Continued)

Values of constants

a a b g Estimator
(2) _ 2 2 2
! Bos) C, 1 o=, |:ﬂ2(¥)Sx +C, /ﬂz(x)Sx +Cj
Kadilar and Cingi (2006)
! ¢ By 1 Ygi) - ST [CXS’? +'32(x)/CxS: +,32(x)

Kadilar and Cingi (2006)
(2) _ *2 2 *2
1 B G X5 = [BSIHC Bt v
Subramani and Kumarapandiyan (2015)
YY) =7 [cxsf + B/ Cust ﬂlm}

1 C, B 1
Subramani and Kumarapandiyan (2015)
. p ¢ 1 v =5 [psiec./psi +C]
Subramani and Kumarapandiyan (2015)
L ¢ p 1 v =s [csi+p/Cs] +p]
Subramani and Kumarapandiyan (2015)
1 S C 1 Y(Zf)) = S;Z |:SxSx2 + Cx /sti2 + Cx:|
Subramani and Kumarapandiyan (2015)
| c P X v =57 [esies,/Cs] 48, ]
Subramani and Kumarapandiyan (2015)
| M, X v =5 [M,S2C /M s+ C ]
Subramani and Kumarapandiyan (2015)
1 C Md 1 Y(é) :S;Z |:CxSv2 +M¢[/CXS:Z +M¢[:|

Subramani and Kumarapandiyan (2013)

(2) _ #2 2 2
1 B By 1 i =s, |:'81(X)S" +’82(X)/ﬂ1(x)s" +’82(X):|
Subramani and Kumarapandiyan (2015)

(2) _ *2 2 *2
U by P 1 T (RSB Bt B

Subramani and Kumarapandiyan (2015)

@ _ [ 92 “
1P B 1 13 =57 [ P8I+ By [ 257+ P
Subramani and Kumarapandiyan (2015)
@) _ ¢ 2 *
1 By P 1 T =5, [ﬂzmsx o) Byt + /’}
Subramani and Kumarapandiyan (2015)
@_ (g g
1 Sx ﬂzm 1 Y‘37 - Sy |:SxSx +ﬂ2(x)/SxSx +ﬂ2(x):|
Subramani and Kumarapandiyan (2015)
(2) _ *2 2 %2
1 ﬂz(x) Sx 1 Y38 - S_V |:ﬂ2(x)Sx + Sx /ﬂZ(x)Sx + Sv:|
Subramani and Kumarapandiyan (2015)
(2) _ *2 2 %2
1 Md ﬂZ(x) 1 Y39 - Sy |:Mde +ﬂ2(x)/Mde +ﬂ2(x):|

Subramani and Kumarapandiyan (2015)
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Table 2 (Continued)

Values of constants

P P A g Estimator
(2 _ #2 #2
1 P M, 1 X0 =57 [ B ST M, [ Bygs M, |
Subramani and Kumarapandiyan (2015)
(2) _ %2 2 %2
1 P B 1 T =s, ['OS"‘ * ’Bl(x)/ps"‘ * ﬁ‘(")J
Subramani and Kumarapandiyan (2015)
@) _ B
1 B o, 1 Yy =s, [ﬂl(x)sj + p/ﬂl(x)sx + P}
Subramani and Kumarapandiyan (2015)
(2) _ *2 2 %2
1 SX ﬂ](X) 1 Y43 _Sy |:SXSX +ﬂl(x)/SxSx +ﬂl(x):|
Subramani and Kumarapandiyan (2015)
(2) _ *2 2 *2
L B S 1 R
Subramani and Kumarapandiyan (2015)
(2) _ *2 2 %2
1 Md ﬂ](x) 1 Y45 _Sy |:Mde +ﬂl(x)/Mde +ﬂl(x):|
Subramani and Kumarapandiyan (2015)
@ _ 2 “
1 ﬁl(x) Md 1 Y46 - S_v |:ﬂ1(x)Sx + Md /ﬂl(x)sx + Md:|
Subramani and Kumarapandiyan (2015)
s e =5 [8.80 4 p/8.50 4 p]
Subramani and Kumarapandiyan (2015)
' Subramani and Kumarapandiyan (2015)
oM, P vG) =5 [M,ST+p /M s 4 p]
Subramani and Kumarapandiyan (2015)
| p oM Y =5 [ pstem, /s M, ]
Subramani and Kumarapandiyan (2015)
| M s | v = [ M,SIHS /M) 48, ]
' Subramani and Kumarapandiyan (2015)
| P M1 v =T [SSTa M, /557 M, ]

Subramani and Kumarapandiyan (2015)

4. Empirical Studies
In this section, the performances of the proposed class of estimators over competitive estimator
are evaluated by considering four real populations as follows:

Population I: Source: Murthy (1967)
Y : Output for 80 factories in a region,
X : Fixed capital,
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N =80,n=24,Y =5182.638, X =1126.463,5> =3369642.209, S> = 715055.8214, 5, = 2.238,
B, =2.830, B, =2.346, B, = 2.738, 2, = 2293, 4,y ,, =2.407,0, =517.5,0, =757.5,

0, =1693.75,C, =0.750,0, =1105.625,0, =1176.25,0, = 588.125,D, =369.7, D, = 460.4,
D, =597,D, = 676.8,D, = 757.5,D, =850.2, D, =1484.5, D, = 1810, D, = 2500, D,, = 3485,
p=0.94,52, =426528.6,57, =158247.6, 3, =1.048.

Population II: Source: Sarjinder Singh (2003)

Y: Real estate farms loans,

X : Non real estate farms loans,

N =50,n=15,Y =555.43, X =878.16, Sy2 =342021.45,S> =1176526.36, p,, =3.655,p, =4.524
Py =1.665, B, =3.742, 1), =2.899,4,,,, =1.785,0, = 63.450,0, =452.517,0, =1177.15],
C. =1.235,0, =620.30,0 =1113.7,0, =556.85,D, =19.097,D, = 49.887,D, =194.614,

D, =387913,D, =452.517,D, = 563.188, D, =936.2075, D, =1401.95, D, = 2583.331,

D,, =3928.732, p = 0.80, Sf,z =244951.8,57, =1209413.308, B, = 2.539.

Population III: Source: Murthy (1967)

)2 Output for 80 factories in a region,

X : Number of workers,

N =80,n=24,Y =5182.638,X = 285.125,5}2, =3369642.209, S’ = 73132.085, B, = 2.238,
By, =3.536,0,,,) =2.346,5,,, =1.907,4,, =2.294,4,,, = 2.046,0, =86.5,0, =148,

0, =445.25,C, =0.9484,0, = 265.875,0. =358.75,0, =179.375,D, =64.5,D, = 77.6,

D, =95.8,D, =123.4,D, =148,D, = 203.2,D, =358.9,D, = 501.6,D, = 709.5,D,, = 1095,
p= 0.92,S}2,2 =426528.6,57, =749.5, B =1.607.

Population IV: Source: Singh and Chaudhary (1986)

¥: Cultivated area (acres),

X : Population,

N=70,n=21,Y =982.714, X =1751.714, Sf, =375327.1,5] = 1986916, B,, = 4.378, B, = 6.981
Boayy =2.328, By =3.211,4), =4.534, 4, ,) =2.559,0, =801.5,0, =1215,0, =2250.25,

C, =0.8046,0, =1525.875,0. =1448.75,0, =724.375,D, = 662.6,D, =756, D, = 850.1,

D, =1086.4,D, =1215,D, =1495,D, =1963,D, =2588.4, D, =3207.4,D,, = 7780, p = 0.92,
S?, =70244.725,57, =282218.115, 3, =1.101.

Percent relative efficiency (PRE) of the proposed class of estimators over ratio estimator in empirical
and simulation studies are calculated using the following formula given as

(1) (1)
:MSE(YI ) :MSE(YI )><100

SE(y,) MSE(y,,)

PRE x100, PRE
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Table 3 Percent relative efficiencies of the proposed class of estimator when non-response occurs on
study variable Y

Estimator Population 1 Population 2 Population 3 Population 4
Proposed 146.4760 146.8423 203.0861 176.0811
Y 100.0000 100.0000 100.0000 100.0000
Y\ 100.0001 100.0002 100.0027 100.0001
Y\ 100.0005 100.0009 100.0100 100.0007
Y\ 100.0003 100.0003 100.0046 100.0001
Y 100.0001 100.0300 100.0026 100.0001
YV 100.1185 100.1400 100.7667 100.1498
Y 100.0495 100.0003 100.4195 100.1291
Yl 100.0069 100.2567 100.2452 100.0852
Y\ 100.1287 100.2300 101.2624 100.2392
Yl 100.1218 100.1572 101.0171 100.1540
) 100.0609 100.5139 100.5085 100.0770
! 100.0678 100.3570 100.7537 100.1622
Y 100.0021 100.1786 100.1828 100.0704
Yl 100.0055 100.3356 100.2200 100.0804
Y 100.0213 100.1123 100.2716 100.0904
Yl 100.0424 100.1398 100.3498 100.1155
) 100.0495 100.1813 100.4195 100.1291
) 100.0616 100.2055 100.5760 100.1589
i) 100.1024 100.2300 101.0175 100.2086
Y\ 100.1533 100.2581 101.4222 100.2751
Y\ 100.2822 100.4505 102.0119 100.3409
Y 100.4288 100.5492 103.1054 100.8266
) 100.0000 100.7581 100.0008 100.0000
Y!) 100.0004 101.0560 100.0106 100.0009
) 100.0001 100.0001 100.0017 100.0001
Y\ 100.0002 100.0011 100.0048 100.0001
Y\ 100.0002 100.0002 100.0029 100.0001
) 100.0001 100.0004 100.0027 100.0001
i) 100.0000 100.0002 100.0000 100.0000
) 100.0960 100.0004 100.8084 100.1862
) 100.0000 100.0000 100.0000 100.0000

Y 100.0401 100.3420 100.4424 100.1605
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Table 3 (Continued)

Estimator Population 1 Population 2 Population 3 Population 4
) 100.0002 100.0000 100.0062 100.0007
) 100.0001 100.3063 100.0013 100.0000
) 100.0006 100.0008 100.0110 100.0010
Yl 100.0000 100.0001 100.0007 100.0000
Y\ 100.0000 100.0009 100.0000 100.0000
) 100.0262 100.0001 100.2168 100.0215
) 100.0000 100.0000 100.0001 100.0000
) 100.0109 100.0813 100.1186 100.0185
) 100.0003 100.0003 100.0050 100.0002
Y!) 100.0000 100.0003 100.0016 100.0001
) 100.0000 100.0000 100.0000 100.0000
) 100.0467 100.2450 100.4768 100.1360
) 100.0000 100.0000 100.0000 100.0000
) 100.0195 100.2195 100.2609 100.1173
) 100.0000 100.0000 100.0000 100.0000
Y 100.1481 100.2728 100.8383 100.1926
) 100.0000 100.0000 100.0000 100.0000
Yy 100.0619 100.2444 100.4588 100.1660
) 100.0003 100.0003 100.0052 100.0001
1) 100.0000 100.0003 100.0016 100.0001

Table 4 Percent relative efficiencies of the proposed class of estimator when non-response occurs on
study variable and auxiliary variables both ¥ and X

Estimator Population 1 Population 2 Population 3 Population 4

Proposed 193.8789 150.7173 203.0904 176.2962
Y 100.0000 100.0000 100.0000 100.0000
s 100.0002 100.0002 100.0027 100.0001
Y 100.0006 100.0009 100.0100 100.0007
Y 100.0004 100.0003 100.0046 100.0001
Y 100.0001 100.0003 100.0026 100.0001
Y 100.1504 100.2553 100.7667 100.1498
s 100.0627 100.2287 100.4195 100.1291
Y 100.0088 100.1563 100.2452 100.0852

Y2 100.1632 100.5110 101.2624 100.2391
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Table 4 (Continued)

Estimator Population 1 Population 2 Population 3 Population 4
Y 100.1544 100.3550 101.0171 100.1540
Y 100.0772 100.1776 100.5085 100.0770
Y 100.0860 100.3337 100.7537 100.1621
Y 100.0026 100.1116 100.1828 100.0704
Y 100.0069 100.1390 100.2200 100.0803
Y2 100.0270 100.1802 100.2716 100.0903
Y 100.0538 100.2043 100.3498 100.1155
Y 100.0627 100.2287 100.4195 100.1291
Y 100.0781 100.2567 100.5760 100.1589
Y 100.1298 100.4480 101.0175 100.2086
Yy 100.1943 100.5461 101.4222 100.2750
Y 100.3580 100.7539 102.0119 100.3408
YY) 100.5443 101.0502 103.1054 100.8264
Yy 100.0000 100.0001 100.0008 100.0000
Yy 100.0005 100.0011 100.0106 100.0009
Yy 100.0001 100.0002 100.0017 100.0001
Y 100.0003 100.0004 100.0048 100.0001
Yy 100.0002 100.0002 100.0029 100.0001
Y 100.0001 100.0004 100.0027 100.0001
) 100.0000 100.0000 100.0000 100.0000
Y 100.1217 100.3400 100.8084 100.1862
Y2 100.0000 100.0000 100.0000 100.0000
Y 100.0508 100.3046 100.4424 100.1605
Yy 100.0002 100.0008 100.0062 100.0007
Y 100.0001 100.0001 100.0013 100.0000
Y 100.0008 100.0009 100.0110 100.0010
Y2 100.0000 100.0001 100.0007 100.0000
Yy 100.0000 100.0000 100.0000 100.0000
Yy 100.0332 100.0902 100.2168 100.0215
Y 100.0000 100.0000 100.0001 100.0000
Y 100.0139 100.0808 100.1186 100.0185
Y 100.0004 100.0003 100.0050 100.0002

Y2 100.0000 100.0003 100.0016 100.0001
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Table 4 (Continued)

Estimator Population 1 Population 2 Population 3 Population 4
Yy 100.0000 100.0000 100.0000 100.0000
Y 100.0592 100.2436 100.4768 100.1360
Y 100.0247 100.0000 100.0000 100.0000
Y 100.0110 100.2182 100.2609 100.1172
Yy 100.0000 100.0000 100.0000 100.0000
Yy 100.1879 100.2713 100.8383 100.1925
Yy 100.0000 100.0000 100.0000 100.0000
e 100.0784 100.2430 100.4588 100.1660
Yy 100.0003 100.0003 100.0052 100.0001
Y\ 100.0001 100.0003 100.0016 100.0001

52

5. Simulation Study

In this section, simulation study is carried out to evaluate the performance of the proposed class
of estimators with respect to traditional ratio estimator. For this study we have generated a population
of size N =1000 from standard normal distribution using MVRNORM package in software R where
study and auxiliary variable are correlated with correlation p=0.7, draw sample of size n =200
with 35% non-response. The whole simulation process starting from drawing sample from variable

Y and auxiliary variable X from Normal population and calculating the estimates was repeated
50,000 times.

Table 5 Percent relative efficiencies of the proposed class of estimators when non-response occurs
on study variable Y

Estimator PRE Estimator PRE

Proposed 108.6676 Y!) 100.3258
Y\ 100.0000 Y 102.9987
Y\ 100.1450 ) 100.9977
Yy 102.0021 Y\ 102.5423
Y\ 102.8271 Y\ 102.0001
Y 103.5146 Y\ 102.3573
YV 103.0001 Y\ 102.3321
Y 103.4870 Y\ 102.0045
Y 102.1495 Yy 103.1105
Yy 103.0025 YY) 102.6684
Yl 102.6684 YY) 103.8887

22

YW 101.2257 Y 101.0025

23
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Table 5 (Continued)

Estimator PRE Estimator PRE
) 101.3258 Y 102.3545
Yy 102.6587 Yy 102.1545
) 102.0045 Yy 102.0026
) 103.3420 ) 100.3654
YY) 103.0009 Y\ 102.0000
) 103.1186 ) 102.2624
Y 103.6658 ) 102.6874
Y\ 102.7890 ) 102.1540
) 102.6684 Yy 103.0023
) 103.8879 ) 100.8872
) 103.5570 Yl 103.6510
) 103.0005 Yl 102.2194
) 102.0367 Yl 100.5871
Yl 103.6910 Yl 100.2450
Yy 103.5702

889

Table 6 Percent relative efficiencies of the proposed class of estimators when non-response occurs
on study variable and auxiliary variables both ¥ and X

Estimator PRE Estimator PRE

Proposed 122.7672 Y 104.3680
Y 100.0000 Y 103.2251
s 102.0032 Y 103.2579
Y® 102.0255 Y 103.0025
Y 104.6842 Y2 103.8872
Y 104.1536 Y 104.6692
s 104.9684 Y 104.3581
Y 103.7668 Y 104.3218
Y 103.3498 Y 104.0064
Y 102.1166 Y 102.5580
Y 102.6698 Y 103.4780
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Table 6 (Continued)

Estimator PRE Estimator PRE
Yy 105.6870 Yy 104.6682
YY) 104.3657 Y 104.6688
Yy 103.2571 Yy 103.0258
Y 103.2547 Yy 104.0001
Y 104.2187 YY) 104.6587
Yy 104.6578 Yy 101.2200
Y 105.3525 ) 103.5580
) 102.6687 Yy 101.2257
Yy 101.3325 Yy 102.6680
Y 100.8720 Yy 104.3258
Y 104.6698 Yy 104.6981
Yy 103.2257 Yy 104.8792
Yy 103.8922 Yy 103.3321
Yy 104.3358 Yy 103.5870
Y 103.2576 Yy 103.2201
Y 103.2257

Simulation and empirical studies are performed in Tables 3-6 for proposed class of estimators
(7_ :, 7’;) and read out that the values of percent relative efficiencies of the proposed class of estimators

with respect to ratio estimator are always greater than 100. Hence from this we may interpret that the
proposed class of estimators are more efficient.

6. Conclusions and Recommendations

From the above analysis it may be concluded that the proposed class of estimators are rewarding
in terms of percent relative efficiencies on both real and artificial data set. Thus, the proposed class of
estimators in this work may be utilize effectively to handle the problem of non- response and
recommended to the survey practitioners for their practical uses.

Acknowledgements

Authors are thankful to the Indian Institute of Technology (Indian School of Mines), Dhanbad,
for providing the financial assistance and necessary infrastructure to carry out the present research
work.

References
Bhat MA, Raja TA, Magbool S, Mir SA, Nazeer N. Modified variance estimators for non-response
problems in survey sampling. Adv Res. 2018; 14(2): 1-7.



Vishwakarmaet et al. 891

Hansen MH, Hurwitz WN. The problem of non-response in sample surveys. J Am Stat Assoc. 1946;
41(236): 517-529.

Isaki CT. Variance estimation using auxiliary information. J] Am Stat Assoc. 1983; 78(381): 117-123.

Kadilar C, Cingi H. Improvement in variance estimation using auxiliary information. Hacet J] Math
Stat. 2006; 35(1): 111-115.

Khan M, Shabbir J. A Ratio type estimator for the estimation of population variance using quartiles
of an auxiliary variable. J Stat Appl Prob. 2013; 2(3): 319.

Khoshnevisan M, Singh R, Chauhan P, Sawan N. A general family of estimators for estimating
population mean using known value of some population parameters. Far East J Theor Stat. 2007;
22:181-191.

Murthy MN. Sampling theory and methods. Calcutta: Statistical Publishing Society; 1967.

Saini M. Some estimators for population mean under estimated multi- auxiliary information at SSU
level. Int J Stat Manag Syst. 2015; 18(3): 203-212.

Saini M, Kumar A. Ratio estimators using stratified random sampling and stratified ranked set
sampling. Life Cycle Reliab Saf Eng. 2019; 8(1): 85-89.

Saini M, Kumar A. Ratio estimators for the finite population mean under simple random sampling and
rank set sampling. Int J Syst Assur Eng Manag. 2017; 8(2): 488-492.

Shahzad U, Hanif M, Koyuncu N, Luengo A. Estimation of population variance using quartiles in
absence and presence of non-response. Gazi Univ J Sci. 2017; 30(2): 205-218.

Shabbir J, Gupta S. An improved generalized difference-cum-ratio-type estimator for the population
variance in two-phase sampling using two auxiliary variables. Commun Stat - Simul Comput.
2014; 43(10): 2540-2550.

Sinha RR, Kumar V. Families of estimators for finite population variance using auxiliary character
under double sampling the non-respondents. Natl Acad Sci Lett. 2015; 38(6): 501-505.

Singh D, Chaudhary FS. Theory and analysis of sample survey designs. New York: John Wiley &
Sons; 1986.

Singh S. Advanced sampling theory with applications: how Michael “selected” Amy, Volume II
Netherlands: Springer Science & Business Media; 2003.

Singh, HP, Pal SK. Estimation of population variance using known coefficient of variation of an
auxiliary variable in sample surveys. J Stat Manag Syst. 2017; 20(1): 91-111.

Singh HP, Vishwakarma GK. Some families of estimators of variance of stratified random sample
mean using auxiliary information. J Stat Theory Pract. 2008; 2(1): 21-43.

Srivastava SK, Jhajj, HS. A class of estimators using auxiliary information for estimating finite
population variance. Sankhya. 1980; 42(1-2): 87-96.

Subramani J, Kumarapandiyan G. Variance estimation using median of the auxiliary variable. Int J
Prob Stat. 2012; 1(3): 36-40.

Subramani J, Kumarapandiyan G. A Class of modified ratio estimators for estimation of population
variance. J Appl Math Stat Inform. 2015; 11(1): 91-114.

Upadhyaya LN, Singh HP. An estimator for population variance that utilizes the kurtosis of an
auxiliary variable in sample surveys. Vikram Math J. 1999; 19(1): 14-17.

Yadav SK, Kadilar C. Improved exponential type ratio estimator of population variance. Rev Colomb
Estad. 2013; 36(1): 145-152.

Yadav SK, Mishra SS, Gupta S. An efficient estimator for population variance using parameters of an
auxiliary variable. J Stat Manag Syst. 2019; 22(6): 1005-1013.

Yadav SK, Subramani J. (2019). Sublime estimators of population variance using parameter median
of study variable. Res J Math Stat Sci. 2019; 7(3): 22-37.



