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Abstract 
The aim of this study is to propose the new criterion for selection in regression model, called 

NIC, and then compare the effectiveness of NIC with ten model selection criteria, namely, AIC, BIC, 
HQIC, AICc, AICu, HQICc, KIC, KICcC, KICcSB, and KICcHM. The conditions for simulation were 
the differences in sample size, number of parameters in the model, regression coefficient, error 
variance, and distribution of independent variables. The results of the study showed that, for small to 
moderate sample sizes and the true model is somewhat difficult to identify, the performances of AIC 
and HQIC perform the best. However, they can identify the true model actually less accurate. As a 

result, the observed 2L  efficiency suggests that NIC is the best criterion for small to moderate sample 

sizes. For the large sample size and the true model is somewhat difficult to identify, the appropriate 
criteria are AIC and BIC. When the sample sizes are small to moderate and the true model can be 
specified more easily, the appropriate criterion is NIC. For the large sample size and the true model 
can be specified more easily, the appropriate criterion is BIC. 

______________________________ 
Keywords: Model selection criterion, performance, frequency of order being selected, observed 2L  efficiency. 

 
1.  Introduction  

In regression analysis, the choice of an appropriate model from a class of candidate models to 
characterize the study data is a key issue. In real life, we may not know what the true model is, but 
we hope to find a model that is a reasonably accurate representation. A model selection criterion 
represents a useful tool to judge the propriety of a fitted model by assessing whether it offers an 
optimal balance between goodness of fit and parsimony. The first model selection criterion to gain 
widespread acceptance was Akaike information criterion, AIC (Akaike 1974). This serves as an 
asymptotically unbiased estimator of a variant of Kullback’s directed divergence between the true 
and the candidate models. The directed divergence, also known as the I-divergence or the relative 
entropy, assesses the dissimilarity between two statistical models. Other well-known criterion was 
subsequently introduced and studied such as, Bayesian Information Criterion (BIC) (Schwarz 1978), 
Hannan and Quinn Information Criterion (HQIC) (Hannan and Quinn 1979), a corrected version of 
AIC (AICc) (Hurvich and Tsai 1989), a corrected version of AICc (AICu) (McQuarrie et al. 1997), 
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a corrected version of HQIC (HQICc) (McQuarrie and Tsai 1998), Kullback Information Criterion 
(KIC) (Cavanaugh 1999), a corrected version of KIC by Cavanaugh (KICcC) (Cavanaugh 2004), a 
corrected version of KIC by Seghouane and Bekara (KICcSB) (Seghouane and Bekara 2004), and a 
corrected version of KIC by Hafidi and Mkhadri (KICcHM) (Hafidi and Mkhadri 2006). Although 
AIC remains arguably the most widely used model selection criterion, BIC, HQIC, AICc, AICu, 
HQICc, KIC, KICcC, KICcSB, and KICcHM are the popular competitors. In fact, BIC is often preferred 
over AIC by practitioners who find appeal in either its Bayesian justification or its tendency to choose 
more parsimonious models than AIC (Neath and Cavanaugh 1997). Likewise, KIC is a symmetric 
measure which combines the information in two related, though distinct measures; it functions as a 
gauge of model disparity that is arguably more sensitive than AIC that corresponds to only individual 
components (Cavanaugh 1999; Cavanaugh 2004). When the sample size is small or the dimension of 
candidate model is large relative to the sample size, AIC suffers from a large negative bias. As a 
result, it has the problem of high probability of overfitting. In this setting, Hurvich and Tsai (1989) 
proposed a corrected AIC (AICc) for linear and non-linear regression. The AICc has been extended 
in a number of directions, including autoregressive moving average modeling (Hurvich et al. 1990), 
vector autoregressive modeling (Hurvich and Tsai 1993), and multivariate regression modeling 
(Bedrick and Tsai 1994). Although, Hurvich and Tsai (1989) showed that AICc is an unbiased 
estimator for the expected Kullback’s directed divergence, McQuarrie et al. (1997) indicated that 
AICc tend to overfitted when the sample size increased. Therefore, they proposed AICu that is an 
approximately unbiased estimator of Kullback’s directed divergence. It provided better model 
choices than AICc for moderate to large sample sizes except when the true model is of infinite order. 
Further, the KIC tends to underestimate the Kullback’s symmetric divergence in small-sample 
applications, as indicated by Cavanaugh (2004), Seghouane and Bekara (2004), and Hafidi and 
Mkhadri (2006). Therefore, they proposed KICc in order to cope with this problem. However, AIC, 
BIC, HQIC, AICc, AICu, HQICc, KIC, KICcC, KICcSB, and KICcHM are advantages and 
disadvantages for each subject differing as shown in the literature reviews as follows. Keerativibool 
(2014) study the penalty functions of AIC, BIC, and KIC, which can unify their formulas as 

 2ˆAPIC log     p 1 / n,   called adjusted penalty information criterion. The theoretical 

results show that, the probability of overfitting tends to zero and the signal-to-noise ratio tends to 
strong if the value of   tends to infinity. However, the simulation results show that, when the true 

model is weakly identifiable, the small value of   gives a high probability of correct order being 

selected. But, if the true model is very difficult to detect, the observed 2L  efficiency is a meaningful 

measurement than the probability of order selected. The observed 2L  efficiency suggests the large 

value of   causes the high efficiency of APIC  which indicates that the correct model is also the 

closet model, except when the true model can be specified more easily and sample sizes are moderate 
to large, then the small value of   is preferable. For the strongly identifiable true model, the large 

value of   performs well, whereas if the regression coefficients are not large enough and the sample 

sizes are small to moderate, the value of   should be moderate. Keerativibool and Siripanich (2017) 

unify the justifications of AIC, AICc, KIC, KICcC, KICcSB,
 
and KICcHM. The results show that KICcC 

has the strongest penalty function under the condition    1 p n exp p n 1,   followed, respectively, 

by KICcSB,
 

KICcHM, KIC and AIC. Also, KIC is greater than AICc under the condition 

n p 2, n 3    and p belongs to the set of  1, n 3 2 ,   but AICc always greater than AIC. The 

result of simulation shown that, the model selection with a larger penalty term may lead to 
underfitting and slow convergence while a smaller penalty term may lead to overfitting and 
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inconsistency. When the sample size is small to moderate and the true model is somewhat difficult 
to identify, the performances of AIC and AICc are better than others. However, they can identify the 
true model actually less accurate. When the sample size is large, the performances of all model 
selection criteria are insignificant difference, but all criteria can identify the true model still less 

accurate. As a result, this paper used the observed 2L  efficiency to assess model selection criteria 

performances. On the average, this measure suggests that in a weakly identifiable true model, whether 
the sample size is small or large, KICcC is the best criterion. For the small sample size and the true 
model can be specified more easily with small error variance, every model selection criteria still have 
the ability to select the correct model. If the error variance increase, the performances of all model 
selection criteria are bad. When the sample sizes are moderate to large, KICc performs the best, it 
can identify a lot of true model for small error variance. But, if the error variance increases and the 
sample size is not large enough, all model selection criteria can identify a little true model.  

The aims of this paper are to establish new criteria for regression model selection, called new 
information criterion (NIC). The performances of NIC are examined by the extensive simulation 
study against AIC, BIC, HQIC, AICc, AICu, HQICc, KIC, KICcC, KICcSB, and KICcHM, under the 

difference various circumstances: sample sizes (n), regression coefficients ( ),  variances of error 

term 2( ),  and distribution of independent variables. All criteria performances are examined by a 

consistent measure which is a measure of counting the frequency of order being selected. Particularly 

for the case of small to moderate sample sizes, we use an efficient measure which is the observed 2L  

efficiency. This is a useful measure when the criteria do not accomplish the correct model. The 
remainder of this paper is organized as follows. In Section 2, we propose the new criterion for 
selection in regression model, called NIC. Simulation study and results for 1,000 samples of multiple 
regression models to examine the performances of all criteria are shown in Section 3. Finally, Section 
4 is the conclusions. 

 
2.  Methodology 

The true and the candidate models to consider in this study are, respectively, given by 

  2
0 0 0 0 n 0 n, , ,     y X 0 I  (1) 

  2
n n, , ,     y X 0 I  (2) 

where y  is an n 1  dependent random vector of observations, 0X  and X  are 0n p  and n p  

matrices of independent variables with full-column rank, respectively, 0  and   are 0p 1  and p 1  

parameter vectors of regression coefficients, respectively, 0  and   are n 1  noise vectors, n 

represents the sample size, 0p  and p represent the number of parameters in the true and approximate 

models, respectively, including the constants. The true model is assumed to be correctly specified or 

overfitted by all the candidate models. This means that 0  has 0p  nonzero entries with 00 p p   

and the rest of the  0p p  entries are equal to zero. The  p 1 1   vector of parameters is 

2
0 0 0

      and the maximum likelihood estimator of 0  is 2ˆ ˆ ˆ       where  

   1ˆ   X X X y  and    2 1 ˆ ˆˆ .
n

   y X y X   (3) 

The unbiased estimator of 2
0  is   
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    
2

2 ˆ1 nˆ ˆs .
n p n p

   
 

y X y X   (4) 

The observed distance 2L  or squared error distance, scaled by 1 n ,  between the true and the 

candidate models is defined as (McQuarrie et al. 1997) 

      2 0 0

1 ˆ ˆL p .
n

      X X  (5) 

Observed 2L  efficiency is defined by the ratio 

 
 

 
1 p P 2

2
2 s

min L p
Observed  L efficiency ,

L p
   (6) 

where P is the class of all candidate models, p is the rank of fitted candidate model, and sp  is the 

model accomplished by specific model selection criterion. The closer the selected model is to the true 
model, the higher the efficiency. Therefore, the best model selection criterion will select a model 
which yields high efficiency even in small samples or if the true model is weakly identifiable. 

As mentioned in Keerativibool and Siripanich (2017),  

     
  

2
C

n p 2p 3 2n
ˆKICc log log ,

n p n p 2 n p

              
 (7) 

is the best criterion, it can identify a lot of true models for small error variance. Including, the observed 

2L  efficiency suggests that in a weakly identifiable true model, whether the sample size is small or 

large, KICcC is still the best criterion. Also, McQuarrie et al. (1997) replaced the maximum likelihood 

estimator of 2
0  in (3) by the unbiased estimator in (4) in  

    2 2 p 1
ˆAICc log ,

n p 2


  

 
 (8) 

therefore  

    2 2 p 1
AICu log s

n p 2


 

 
 (9) 

had a greater penalty for overfitting, especially as the sample size increase. From the two-above 

knowledges, we replace 2̂  in (3) by 2s  in (4) to the KICcC formula in (7), yield the new criterion 

for selection in regression model, called NIC as follows: 

     
  

2
n p 2p 3 2n

NIC log s log .
n p n p 2 n p

             
 (10) 

In the next section, we compare the performance of NIC in (10) against the well-known model 
selection criteria: AIC in (11), BIC in (12), HQIC in (13), AICc in (8), AICu in (9), HQICc in (14), 
KIC in (15), KICcC in (7), KICcSB in (16), and KICcHM in (17), whose formulas are as follows: 

    2 2 p 1
ˆAIC log

n


    (11) 

      2 p 1 log n
ˆBIC log

n


    (12) 

      2 2 p 1 log log n
ˆHQIC log

n


    (13) 
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      2 2 p 1 log log n
ˆHQICc log

n p 2


  

 
 (14) 

    2 3 p 1
ˆKIC log

n


    (15) 

     
   

2
SB

p 1 3n p 2 p
ˆKICc log

n n p 2 n n p

  
   

  
 (16) 

     
 

2
HM

p 1 3n p 2
ˆKICc log .

n n p 2

  
  

 
 (17) 

 
3.  Simulation Study 

In order to examine the performance of NIC against AIC, BIC, HQIC, AICc, AICu, HQICc, 
KIC, KICcC, KICcSB, and KICcHM, we generated the true multiple regression models in (1) as the 
(18) until (21). We assume that all regressors are fixed, not a random variable. 

Model I represents a very weakly identifiable true model with the true order 0p 5 :   

 1 2 3 4 0y 1 0.5X 0.4X 0.3X 0.2X .        (18) 

Model II represents a weakly identifiable true model with the true order 0p 3 :   

 1 2 0y 1 0.5X 0.4X .      (19) 

Model III represents a very strongly identifiable true model with the true order 0p 3 :   

 1 2 0y 1 2X 2X .      (20) 

Model IV represents a strongly identifiable true model with the true order 0p 5 :  

 1 2 3 4 0y 1 2X 2X 2X 2X .        (21) 

Model I and Model II represent the weakly identifiable true models which mean they are not 
easily identified compared to the strongly identifiable true models such as Model III and Model IV. 

The error terms 0  in (18) until (21) are assumed to be normally distributed with zero mean and 

variances 2
0  equal to one of the following three levels: 0.25, 1, and 9. For all true models in (18) 

until (21), we consider 1,000 samples for three levels of the sample sizes which are n = 15 (small),    
n = 30 (moderate), and n = 100 (large). The steps for simulation and all results are as follows. 

3.1 Generate the error terms 0  in (18) until (21) about 100,000 observations from normal 

population with zero mean and variances equal to 0.25, 1, and 9. 
3.2 Split the series of error terms in step 1 into 1,000 samples, each of which consists of three 

levels of sample sizes, n = 15, 30, 100 observations.  
3.3 Generate the independent variables X1 to X6 about 100,000 observations from standard 

normal population   N 0,X I  and uniform population as follows: 

 1X U 5, 10 ,  2X U 10, 20 ,  3X U 7, 9 ,  4X U 6, 11 ,  5X U 9, 19 ,  6X U 4, 8  

where the relevant independent variables of Model I and Model IV are X1 to X4 and irrelevant 
independent variables are X5, X6, whereas the relevant independent variables of Model II and Model 
III are X1, X2 and irrelevant independent variables are X3 to X6. 

3.4 Split the series of independent variables in step 3 into 1,000 samples, each of which consists 
of 15, 30, 100 observations. 
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3.5 Use the corresponding relevant independent variables obtained in Step 4 and the error terms 
obtained in Step 2 to construct the dependent variables described in (18) until (21). 

3.6 Use the concept of sequentially nested fashion as a potential candidate model in (2); i.e., we 
consider 6 subsets, 1) constant and X1 (p = 2), 2) constant, X1, X2 (p = 3), 3) constant, X1, X2, X3 (p 
= 4), 4) constant, X1, X2, X3, X4 (p = 5), 5) constant, X1, X2, X3, X4, X5 (p = 6), 6) constant, X1, X2, 
X3, X4, X5, X6 (p = 7). For each subset, calculate NIC in (10) against AIC in (11), BIC in (12), HQIC 
in (13), AICc in (8), AICu in (9), HQICc in (14), KIC in (15), KICcC in (7), KICcSB in (16), and 
KICcHM in (17). 

The subset with the minimum value of model selection criterion can be classified to be the best 
model. Due to the large number of subsets, it is impractical to summarize the individual models 
chosen. Hence, Tables 1 to 6 summarize p = rank(X) of the selected subset to be three groups: the 
selected order less than p is called underfitted order, the selected order equals to p is called correct 
order, and the selected order greater than p is called overfitted order. Tables 7 to 10 display the 
candidate models that are closest to the true model in the L2 sense Equations (5) and (6) for small and 
moderate sample size. The ave. and S.D. L2 rows denote, respectively, the average and standard 
deviation of observed L2 efficiency in (6) over 1,000 samples. 
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Table 1 Percentage of model selection for small sample size (n = 15) and the independent variables 
have a standard normal distribution 

2
0  Model Order AIC BIC HQIC AICc AICu HQICc KIC KICcC KICcSB KICcHM NIC 

0.25 I order < p 34.2 46.7 34.2 82.4 89.8 82.4 51.3 90.2 88.5 87.6 95.0 

  p = 5 30.2 29.9 30.0 16.1 9.7 16.1 28.9 9.3 11.0 11.9 4.7 

  order > p 35.6 23.4 35.8 1.5 0.5 1.5 19.8 0.5 0.5 0.5 0.3 

0.25 II order < p 5.1 9.4 5.0 18.2 27.7 17.9 10.6 27.8 26.8 26.1 37.0 

  p = 5 47.3 58.4 47.3 73.1 67.8 73.2 62.1 68.0 68.3 68.5 60.7 

  order > p 47.6 32.2 47.7 8.7 4.5 8.9 27.3 4.2 4.9 5.4 2.3 

0.25 III order < p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

  p = 5 52.0 68.2 51.9 90.9 94.2 90.9 72.6 94.4 93.8 93.4 97.0 

  order > p 48.0 31.8 48.1 9.1 5.8 9.1 27.4 5.6 6.2 6.6 3.0 

0.25 IV order < p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

  p = 5 60.9 70.0 60.8 95.1 97.6 95.1 73.4 97.8 96.7 96.5 98.5 

  order > p 39.1 30.0 39.2 4.9 2.4 4.9 26.6 2.2 3.3 3.5 1.5 

1 I order < p 56.5 72.0 56.3 97.1 98.8 97.1 77.1 98.9 98.7 98.6 99.5 

  p = 5 14.5 10.9 14.6 2.2 1.1 2.2 9.8 1.0 1.1 1.1 0.5 

  order > p 29.0 17.1 29.1 0.7 0.1 0.7 13.1 0.1 0.2 0.3 0.0 

1 II order < p 29.5 43.1 29.4 63.6 73.5 63.5 47.6 74.0 72.9 72.2 81.9 

  p = 5 29.4 31.0 29.4 31.3 24.1 31.4 31.2 23.8 24.7 25.2 17.4 

  order > p 41.1 25.9 41.2 5.1 2.4 5.1 21.2 2.2 2.4 2.6 0.7 

1 III order < p 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.1 0.1 0.1 0.3 

  p = 5 51.1 67.1 50.9 91.3 95.2 91.1 72.4 95.8 94.8 94.4 96.8 

  order > p 48.9 32.9 49.1 8.7 4.7 8.9 27.6 4.1 5.1 5.5 2.9 

1 IV order < p 0.1 0.1 0.1 0.8 2.0 0.8 0.3 2.1 1.9 1.8 3.5 

  p = 5 58.1 69.1 57.9 95.0 96.4 94.9 72.4 96.4 95.9 95.8 95.9 

  order > p 41.8 30.8 42.0 4.2 1.6 4.3 27.3 1.5 2.2 2.4 0.6 

9 I order < p 68.2 83.4 68.0 98.3 99.7 98.2 87.0 99.7 99.6 99.3 100.0 

  p = 5 7.6 4.3 7.6 1.1 0.2 1.2 3.3 0.2 0.3 0.5 0.0 

  order > p 24.2 12.3 24.4 0.6 0.1 0.6 9.7 0.1 0.1 0.2 0.0 

9 II order < p 50.4 65.9 50.4 85.5 91.6 85.5 71.7 91.8 91.1 90.5 96.0 

  p = 5 13.0 12.1 13.0 10.8 6.8 10.8 11.3 6.8 7.1 7.5 3.3 

  order > p 36.6 22.0 36.6 3.7 1.6 3.7 17.0 1.4 1.8 2.0 0.7 

9 III order < p 11.2 17.5 11.1 30.7 42.1 30.7 20.4 42.7 41.3 40.8 52.6 

  p = 5 44.7 54.0 44.6 63.3 55.3 63.2 55.1 54.8 55.7 56.0 46.1 

  order > p 44.1 28.5 44.3 6.0 2.6 6.1 24.5 2.5 3.0 3.2 1.3 

9 IV order < p 16.4 24.5 16.4 61.3 75.1 61.0 29.0 76.1 73.0 71.8 87.2 

  p = 5 45.6 48.1 45.4 36.7 24.0 36.9 47.8 23.0 25.9 27.1 12.4 

  order > p 38.0 27.4 38.2 2.0 0.9 2.1 23.2 0.9 1.1 1.1 0.4 

Note: Boldface type indicates the maximum percentage of correct order being selected. 
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Table 2 Percentage of model selection for small sample size (n = 15) and the independent variables 
have a uniform distribution 

2
0  Model Order AIC BIC HQIC AICc AICu HQICc KIC KICcC KICcSB KICcHM NIC 

0.25 I order < p 66.3 81.1 65.9 98.4 99.4 98.4 85.2 99.5 99.2 99.2 99.9 

  p = 5 7.7 6.0 7.8 1.1 0.5 1.1 5.0 0.4 0.6 0.6 0.1 

  order > p 26.0 12.9 26.3 0.5 0.1 0.5 9.8 0.1 0.2 0.2 0.0 

0.25 II order < p 41.1 56.9 40.6 79.2 85.7 78.9 61.9 86.1 85.3 85.2 92.0 

  p = 5 18.4 18.6 18.4 17.3 12.7 17.4 18.5 12.3 13.1 13.2 7.2 

  order > p 40.5 24.5 41.0 3.5 1.6 3.7 19.6 1.6 1.6 1.6 0.8 

0.25 III order < p 0.4 1.1 0.4 3.2 4.8 3.2 1.3 4.9 4.4 4.2 8.5 

  p = 5 49.8 65.1 49.6 86.5 89.4 86.3 68.2 89.6 89.4 89.3 88.0 

  order > p 49.8 33.8 50.0 10.3 5.8 10.5 30.5 5.5 6.2 6.5 3.5 

0.25 IV order < p 0.7 2.0 0.7 13.0 20.9 13.0 3.0 22.3 18.4 17.6 37.2 

  p = 5 59.0 67.0 58.7 83.9 77.0 83.9 68.8 75.7 79.4 79.9 61.6 

  order > p 40.3 31.0 40.6 3.1 2.1 3.1 28.2 2.0 2.2 2.5 1.2 

1 I order < p 69.9 83.1 69.8 99.1 99.9 99.0 87.3 99.9 99.8 99.7 99.9 

  p = 5 9.1 5.9 9.1 0.7 0.1 0.8 4.7 0.1 0.2 0.3 0.1 

  order > p 21.0 11.0 21.1 0.2 0.0 0.2 8.0 0.0 0.0 0.0 0.0 

1 II order < p 48.7 64.5 48.4 83.6 90.1 83.3 70.7 90.4 90.1 89.5 93.8 

  p = 5 13.3 13.9 13.3 12.0 7.5 12.1 12.9 7.2 7.5 8.0 5.3 

  order > p 38.0 21.6 38.3 4.4 2.4 4.6 16.4 2.4 2.4 2.5 0.9 

1 III order < p 15.5 23.5 15.5 37.6 50.5 37.5 26.5 51.4 49.2 48.3 61.4 

  p = 5 37.4 44.7 37.3 53.5 45.8 53.5 47.3 45.0 46.5 47.0 36.8 

  order > p 47.1 31.8 47.2 8.9 3.7 9.0 26.2 3.6 4.3 4.7 1.8 

1 IV order < p 21.3 32.8 21.2 72.6 84.3 72.4 38.1 85.0 82.7 82.0 92.4 

  p = 5 39.2 41.5 39.1 24.9 15.3 25.1 40.1 14.6 16.6 17.3 7.5 

  order > p 39.5 25.7 39.7 2.5 0.4 2.5 21.8 0.4 0.7 0.7 0.1 

9 I order < p 71.0 83.6 71.0 98.4 99.5 98.4 87.4 99.6 99.4 99.4 99.9 

  p = 5 7.9 5.7 7.9 1.2 0.5 1.2 4.5 0.4 0.5 0.5 0.1 

  order > p 21.1 10.7 21.1 0.4 0.0 0.4 8.1 0.0 0.1 0.1 0.0 

9 II order < p 50.7 69.6 50.6 87.3 93.1 87.2 75.7 93.3 92.6 92.3 96.0 

  p = 5 13.3 12.0 13.3 8.7 5.4 8.7 10.3 5.3 5.7 5.8 3.6 

  order > p 36.0 18.4 36.1 4.0 1.5 4.1 14.0 1.4 1.7 1.9 0.4 

9 III order < p 46.3 61.9 46.2 82.1 88.4 82.1 67.0 88.6 88.2 87.4 92.6 

  p = 5 14.9 14.7 14.9 14.1 9.4 14.1 13.6 9.2 9.4 10.1 6.4 

  order > p 38.8 23.4 38.9 3.8 2.2 3.8 19.4 2.2 2.4 2.5 1.0 

9 IV order < p 63.5 78.4 63.1 97.6 99.1 97.6 82.9 99.1 98.9 98.8 99.6 

  p = 5 11.5 7.7 11.8 1.8 0.7 1.8 6.2 0.7 0.8 0.8 0.4 

  order > p 25.0 13.9 25.1 0.6 0.2 0.6 10.9 0.2 0.3 0.4 0.0 

Note: Boldface type indicates the maximum percentage of correct order being selected. 
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Table 3 Percentage of model selection for moderate sample size (n = 30) and the independent 
variables have a standard normal distribution 

2
0 Model Order AIC BIC HQIC AICc AICu HQICc KIC KICcC KICcSB KICcHM NIC

0.25 I order < p 20.2 37.3 25.7 34.4 48.0 42.1 32.3 49.0 46.9 46.6 62.0

p = 5 53.2 52.1 53.8 55.4 47.3 51.6 54.4 46.6 47.9 48.2 35.4

order > p 26.6 10.6 20.5 10.2 4.7 6.3 13.3 4.4 5.2 5.2 2.6

0.25 II order < p 0.4 1.4 0.5 1.0 1.9 1.2 1.0 1.9 1.9 1.8 3.5

p = 5 65.5 84.7 73.8 80.0 89.1 87.3 79.9 89.4 88.8 88.4 91.9

order > p 34.1 13.9 25.7 19.0 9.0 11.5 19.1 8.7 9.3 9.8 4.6

0.25 III order < p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

p = 5 66.1 87.1 74.6 83.6 91.2 88.9 83.5 91.4 91.0 90.9 95.9

order > p 33.9 12.9 25.4 16.4 8.8 11.1 16.5 8.6 9.0 9.1 4.1

0.25 IV order < p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

p = 5 70.2 87.3 76.9 88.3 94.1 93.0 84.7 94.3 93.5 93.5 96.7

order > p 29.8 12.7 23.1 11.7 5.9 7.0 15.3 5.7 6.5 6.5 3.3

1 I order < p 56.3 80.2 66.9 76.3 88.8 84.8 75.5 89.4 88.1 87.6 94.5

p = 5 22.4 13.7 19.2 17.1 9.5 11.9 16.1 8.9 9.9 10.3 5.2

order > p 21.3 6.1 13.9 6.6 1.7 3.3 8.4 1.7 2.0 2.1 0.3

1 II order < p 19.5 36.2 23.7 27.8 40.9 35.8 30.8 41.4 39.7 39.0 51.9

p = 5 48.4 51.0 51.2 54.6 52.2 53.9 51.6 52.0 52.3 52.9 44.7

order > p 32.1 12.8 25.1 17.6 6.9 10.3 17.6 6.6 8.0 8.1 3.4

1 III order < p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

p = 5 63.2 84.1 73.2 81.1 89.8 86.9 80.6 90.0 89.3 88.9 95.1

order > p 36.8 15.9 26.8 18.9 10.2 13.1 19.4 10.0 10.7 11.1 4.9

1 IV order < p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

p = 5 69.8 86.4 76.9 87.6 93.4 91.6 82.9 93.4 92.7 92.4 96.0

order > p 30.2 13.6 23.1 12.4 6.6 8.4 17.1 6.6 7.3 7.6 4.0

9 I order < p 80.9 95.2 87.4 93.9 98.1 96.6 93.2 98.2 97.8 97.4 99.3

p = 5 7.0 2.8 5.5 3.6 1.3 2.2 3.4 1.3 1.5 1.8 0.4

order > p 12.1 2.0 7.1 2.5 0.6 1.2 3.4 0.5 0.7 0.8 0.3

9 II order < p 58.5 80.2 68.1 73.2 84.0 79.9 76.1 84.1 83.1 82.8 90.7

p = 5 17.1 13.5 16.4 16.6 12.1 14.5 14.5 12.0 12.4 12.5 7.9

order > p 24.4 6.3 15.5 10.2 3.9 5.6 9.4 3.9 4.5 4.7 1.4

9 III order < p 2.0 4.2 2.5 2.8 5.5 3.9 3.3 5.8 5.3 5.2 8.9

p = 5 66.8 83.9 74.5 81.8 87.5 86.3 80.9 87.3 87.4 87.3 88.3

order > p 31.2 11.9 23.0 15.4 7.0 9.8 15.8 6.9 7.3 7.5 2.8

9 IV order < p 3.2 9.0 4.9 7.3 14.6 11.5 6.9 14.8 13.6 13.1 22.9

p = 5 68.2 77.4 72.7 80.2 78.1 79.8 76.8 77.9 78.8 79.3 73.7

order > p 28.6 13.6 22.4 12.5 7.3 8.7 16.3 7.3 7.6 7.6 3.4

Note: Boldface type indicates the maximum percentage of correct order being selected. 
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Table 4 Percentage of model selection for moderate sample size (n = 30) and the independent 
variables have a uniform distribution 

2
0 Model Order AIC BIC HQIC AICc AICu HQICc KIC KICcC KICcSB KICcHM NIC

0.25 I order < p 72.5 92.0 81.5 89.0 96.4 94.6 88.3 96.5 96.3 96.2 98.8

p = 5 11.5 5.1 8.6 7.3 2.9 4.2 6.5 2.8 3.0 3.1 1.1

order > p 16.0 2.9 9.9 3.7 0.7 1.2 5.2 0.7 0.7 0.7 0.1

0.25 II order < p 44.6 65.6 52.2 57.6 69.8 64.7 60.6 70.2 69.4 68.7 79.6

p = 5 29.4 26.8 29.9 31.9 25.7 29.2 29.4 25.4 25.9 26.0 18.9

order > p 26.0 7.6 17.9 10.5 4.5 6.1 10.0 4.4 4.7 5.3 1.5

0.25 III order < p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

p = 5 68.5 89.3 77.8 86.2 93.0 90.7 86.0 93.2 92.6 92.3 96.5

order > p 31.5 10.7 22.2 13.8 7.0 9.3 14.0 6.8 7.4 7.7 3.5

0.25 IV order < p 0.0 0.1 0.0 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3

p = 5 69.7 85.4 76.5 86.1 93.2 91.2 82.1 93.2 92.4 92.1 95.7

order > p 30.3 14.5 23.5 13.8 6.7 8.7 17.8 6.7 7.5 7.8 4.0

1 I order < p 81.8 95.8 88.5 94.0 98.4 97.0 93.7 98.6 98.3 98.3 99.8

p = 5 7.0 2.5 5.2 3.5 0.9 2.0 3.6 0.9 1.0 1.0 0.2

order > p 11.2 1.7 6.3 2.5 0.7 1.0 2.7 0.5 0.7 0.7 0.0

1 II order < p 56.9 82.5 66.6 74.3 86.4 83.0 76.1 86.8 86.1 85.7 92.3

p = 5 15.8 11.0 15.9 15.6 9.4 11.5 13.6 9.3 9.6 9.9 6.1

order > p 27.3 6.5 17.5 10.1 4.2 5.5 10.3 3.9 4.3 4.4 1.6

1 III order < p 4.1 9.8 5.5 7.0 12.3 9.6 8.3 12.7 11.7 11.4 20.3

p = 5 63.4 78.5 71.1 77.5 80.2 80.5 76.0 79.9 80.4 80.4 76.2

order > p 32.5 11.7 23.4 15.5 7.5 9.9 15.7 7.4 7.9 8.2 3.5

1 IV order < p 5.5 14.1 7.5 11.4 20.0 16.3 10.6 20.4 18.9 18.5 31.7

p = 5 64.8 72.9 70.1 75.8 72.6 74.8 72.6 72.4 73.1 73.3 64.4

order > p 29.7 13.0 22.4 12.8 7.4 8.9 16.8 7.2 8.0 8.2 3.9

9 I order < p 84.4 97.2 90.7 95.8 99.2 98.2 95.3 99.5 99.0 98.8 99.9

p = 5 6.0 1.7 3.8 2.4 0.3 1.1 2.0 0.2 0.4 0.6 0.0

order > p 9.6 1.1 5.5 1.8 0.5 0.7 2.7 0.3 0.6 0.6 0.1

9 II order < p 63.4 86.1 73.1 79.6 89.1 85.6 81.9 89.9 88.8 88.4 94.3

p = 5 12.4 8.9 11.5 12.1 8.4 10.3 10.5 7.8 8.3 8.5 5.0

order > p 24.2 5.0 15.4 8.3 2.5 4.1 7.6 2.3 2.9 3.1 0.7

9 III order < p 45.0 72.4 56.5 63.8 77.7 72.1 66.4 78.3 77.0 76.6 86.9

p = 5 26.4 20.0 24.6 25.1 18.4 21.6 22.8 18.2 18.7 19.0 12.3

order > p 28.6 7.6 18.9 11.1 3.9 6.3 10.8 3.5 4.3 4.4 0.8

9 IV order < p 63.9 87.5 74.1 84.2 94.9 90.8 83.3 94.9 93.9 93.5 98.1

p = 5 20.4 9.5 15.9 12.3 4.5 8.0 11.6 4.5 5.3 5.7 1.6

order > p 15.7 3.0 10.0 3.5 0.6 1.2 5.1 0.6 0.8 0.8 0.3

Note: Boldface type indicates the maximum percentage of correct order being selected. 
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Table 5 Percentage of model selection for large sample size (n = 100) and the independent 
variables have a standard normal distribution 

2
0 Model Order AIC BIC HQIC AICc AICu HQICc KIC KICcC KICcSB KICcHM NIC

0.25 I order < p 0.8 4.0 2.2 1.0 2.6 2.6 2.0 2.6 2.6 2.6 3.8

p = 5 78.6 91.9 88.4 82.0 90.4 90.8 88.6 90.4 90.1 90.1 91.9

order > p 20.6 4.1 9.4 17.0 7.0 6.6 9.4 7.0 7.3 7.3 4.3

0.25 II order < p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

p = 5 73.1 95.7 87.3 78.0 89.1 89.9 86.6 89.1 88.8 88.7 94.4

order > p 26.9 4.3 12.7 22.0 10.9 10.1 13.4 10.9 11.2 11.3 5.6

0.25 III order < p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

p = 5 74.0 97.3 89.1 78.8 91.2 91.7 88.2 91.2 90.8 90.7 96.3

order > p 26.0 2.7 10.9 21.2 8.8 8.3 11.8 8.8 9.2 9.3 3.7

0.25 IV order < p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

p = 5 74.2 93.8 86.7 79.2 89.3 90.0 86.2 89.3 89.1 89.1 93.6

order > p 25.8 6.2 13.3 20.8 10.7 10.0 13.8 10.7 10.9 10.9 6.4

1 I order < p 25.1 60.0 40.5 29.9 43.8 44.9 39.8 43.8 43.3 43.1 57.5

p = 5 53.6 37.1 48.3 52.6 46.9 46.7 48.6 46.9 47.0 47.1 39.1

order > p 21.3 2.9 11.2 17.5 9.3 8.4 11.6 9.3 9.7 9.8 3.4

1 II order < p 0.9 4.7 2.0 1.0 2.3 2.4 2.0 2.3 2.2 2.2 4.0

p = 5 70.5 91.2 85.7 75.4 87.2 87.8 84.8 87.3 87.1 86.9 90.7

order > p 28.6 4.1 12.3 23.6 10.5 9.8 13.2 10.4 10.7 10.9 5.3

1 III order < p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

p = 5 71.6 95.6 87.1 75.6 89.1 89.8 86.4 89.1 89.1 88.9 94.7

order > p 28.4 4.4 12.9 24.4 10.9 10.2 13.6 10.9 10.9 11.1 5.3

1 IV order < p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

p = 5 77.1 96.3 89.2 82.1 91.0 91.9 88.6 91.0 90.8 90.8 95.4

order > p 22.9 3.7 10.8 17.9 9.0 8.1 11.4 9.0 9.2 9.2 4.6

9 I order < p 78.1 98.0 92.3 82.6 94.0 94.7 92.1 94.1 93.6 93.6 97.6

p = 5 11.5 1.9 5.7 10.0 4.9 4.5 5.9 4.8 5.0 5.0 2.2

order > p 10.4 0.1 2.0 7.4 1.1 0.8 2.0 1.1 1.4 1.4 0.2

9 II order < p 45.7 78.8 61.4 48.4 63.4 65.0 59.8 63.6 63.2 63.1 76.4

p = 5 35.2 19.5 31.5 36.0 30.3 29.4 32.4 30.2 30.4 30.3 21.5

order > p 19.1 1.7 7.1 15.6 6.3 5.6 7.8 6.2 6.4 6.6 2.1

9 III order < p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

p = 5 73.1 96.1 87.5 77.6 89.2 90.2 87.0 89.3 89.2 89.0 95.1

order > p 26.9 3.9 12.5 22.4 10.8 9.8 13.0 10.7 10.8 11.0 4.9

9 IV order < p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

p = 5 77.5 95.9 89.2 83.0 91.5 92.5 88.7 91.8 91.0 90.9 95.7

order > p 22.5 4.1 10.8 17.0 8.5 7.5 11.3 8.2 9.0 9.1 4.3

Note: Boldface type indicates the maximum percentage of correct order being selected. 
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Table 6 Percentage of model selection for large sample size (n = 100) and the independent 
variables have a uniform distribution 

2
0 Model Order AIC BIC HQIC AICc AICu HQICc KIC KICcC KICcSB KICcHM NIC

0.25 I order < p 57.0 90.1 76.8 63.8 78.7 80.7 76.1 78.9 78.7 78.5 88.5

p = 5 27.5 8.3 17.5 24.9 16.7 15.3 17.6 16.5 16.7 16.9 9.6

order > p 15.5 1.6 5.7 11.3 4.6 4.0 6.3 4.6 4.6 4.6 1.9

0.25 II order < p 14.9 43.4 28.4 16.4 29.6 30.4 27.8 29.6 29.4 29.2 39.9

p = 5 58.2 52.9 61.5 61.4 61.1 61.0 62.1 61.1 61.2 61.3 55.6

order > p 26.9 3.7 10.1 22.2 9.3 8.6 10.1 9.3 9.4 9.5 4.5

0.25 III order < p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

p = 5 70.9 95.3 86.1 75.1 88.3 89.1 85.5 88.4 88.1 94.3 94.3

order > p 29.1 4.7 13.9 24.9 11.7 10.9 14.5 11.6 11.9 5.7 5.7

0.25 IV order < p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

p = 5 75.5 94.7 88.4 80.8 90.7 91.2 87.8 90.7 90.7 90.6 94.6

order > p 24.5 5.3 11.6 19.2 9.3 8.8 12.2 9.3 9.3 9.4 5.4

1 I order < p 81.7 98.8 95.1 86.5 95.8 96.4 94.5 95.9 95.7 95.7 98.3

p = 5 10.4 1.0 3.4 8.8 3.1 2.7 3.8 3.0 3.2 3.2 1.3

order > p 7.9 0.2 1.5 4.7 1.1 0.9 1.7 1.1 1.1 1.1 0.4

1 II order < p 48.7 83.9 68.6 52.6 70.6 72.1 67.5 70.8 70.4 70.1 82.3

p = 5 30.9 15.2 24.6 30.8 23.7 22.7 25.0 23.5 23.9 24.2 16.2

order > p 20.4 0.9 6.8 16.6 5.7 5.2 7.5 5.7 5.7 5.7 1.5

1 III order < p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

p = 5 72.3 96.7 88.8 77.4 89.9 91.2 88.3 90.1 89.9 89.8 95.6

order > p 27.7 3.3 11.2 22.6 10.1 8.8 11.7 9.9 10.1 10.2 4.4

1 IV order < p 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

p = 5 75.7 94.7 87.8 81.1 89.3 90.4 87.6 89.6 89.3 89.3 93.9

order > p 24.3 5.3 12.2 18.9 10.7 9.6 12.4 10.4 10.7 10.7 6.1

9 I order < p 87.2 99.5 97.3 91.6 97.7 98.2 97.2 97.8 97.7 97.7 99.3

p = 5 5.2 0.4 1.8 3.9 1.7 1.4 1.8 1.7 1.7 1.7 0.6

order > p 7.6 0.1 0.9 4.5 0.6 0.4 1.0 0.5 0.6 0.6 0.1

9 II order < p 67.9 95.5 86.2 72.6 87.6 88.3 85.4 87.7 87.6 87.5 94.2

p = 5 14.4 3.9 8.6 13.7 8.4 8.1 9.0 8.4 8.4 8.5 4.9

  order > p 17.7 0.6 5.2 13.7 4.0 3.6 5.6 3.9 4.0 4.0 0.9 

9 III order < p 25.8 56.9 40.3 28.7 42.3 43.4 39.4 42.3 42.1 41.9 53.5

p = 5 49.4 40.2 50.5 50.5 50.0 49.4 50.7 50.1 50.0 50.1 43.1

order > p 24.8 2.9 9.2 20.8 7.7 7.2 9.9 7.6 7.9 8.0 3.4

9 IV order < p 35.6 78.6 57.4 41.4 62.0 63.7 56.5 62.2 61.6 61.5 74.8

p = 5 46.4 19.9 35.8 44.8 32.5 31.6 36.1 32.3 32.3 32.4 23.3

order > p 18.0 1.5 6.8 13.8 5.5 4.7 7.4 5.5 6.1 6.1 1.9

Note: Boldface type indicates the maximum percentage of correct order being selected. 
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Table 7 Observed L2 efficiency for small sample size (n = 15) and the independent variables have a 
standard normal distribution 

2
0  Model Stat. AIC BIC HQIC AICc AICu HQICc KIC KICcC KICcSB KICcHM NIC 

0.25 I Ave. L2 eff. 0.7327 0.7261 0.7319 0.6428 0.5750 0.6445 0.7209 0.5683 0.5845 0.5904 0.5020 

  S.D. L2 eff. 0.2451 0.2510 0.2454 0.2670 0.2771 0.2663 0.2552 0.2767 0.2770 0.2762 0.2758 

0.25 II Ave. L2 eff. 0.6714 0.7373 0.6716 0.8377 0.7938 0.8391 0.7598 0.7948 0.7985 0.8006 0.7359 

  S.D. L2 eff. 0.3503 0.3405 0.3501 0.2900 0.3226 0.2885 0.3343 0.3225 0.3189 0.3171 0.3537 

0.25 III Ave. L2 eff. 0.6968 0.7988 0.6966 0.9391 0.9601 0.9391 0.8252 0.9616 0.9573 0.9547 0.9793 

  S.D. L2 eff. 0.3445 0.3155 0.3444 0.1989 0.1653 0.1989 0.3031 0.1622 0.1707 0.1751 0.1201 

0.25 IV Ave. L2 eff. 0.8326 0.8658 0.8323 0.9744 0.9867 0.9744 0.8782 0.9877 0.9823 0.9817 0.9923 

  S.D. L2 eff. 0.2423 0.2297 0.2422 0.1195 0.0889 0.1195 0.2241 0.0858 0.1006 0.1017 0.0647 

1 I Ave. L2 eff. 0.6386 0.6487 0.6383 0.6738 0.6574 0.6739 0.6555 0.6567 0.6571 0.6578 0.6423 

  S.D. L2 eff. 0.2549 0.2534 0.2550 0.2405 0.2429 0.2404 0.2507 0.2430 0.2432 0.2427 0.2423 

1 II Ave. L2 eff. 0.5975 0.6367 0.5972 0.6818 0.6613 0.6827 0.6464 0.6604 0.6625 0.6636 0.6382 

  S.D. L2 eff. 0.3396 0.3280 0.3397 0.3005 0.2901 0.3002 0.3237 0.2896 0.2907 0.2914 0.2842 

1 III Ave. L2 eff. 0.6902 0.7890 0.6895 0.9451 0.9687 0.9438 0.8254 0.9720 0.9663 0.9642 0.9776 

  S.D. L2 eff. 0.3498 0.3253 0.3497 0.1895 0.1469 0.1914 0.3043 0.1406 0.1517 0.1557 0.1296 

1 IV Ave. L2 eff. 0.8220 0.8579 0.8216 0.9709 0.9758 0.9702 0.8691 0.9752 0.9731 0.9728 0.9683 

  S.D. L2 eff. 0.2489 0.2429 0.2488 0.1340 0.1308 0.1357 0.2382 0.1334 0.1364 0.1358 0.1560 

9 I Ave. L2 eff. 0.6205 0.7344 0.6196 0.8561 0.8947 0.8550 0.7681 0.8956 0.8941 0.8903 0.9202 

  S.D. L2 eff. 0.3484 0.3291 0.3486 0.2439 0.2047 0.2449 0.3131 0.2041 0.2052 0.2110 0.1723 

9 II Ave. L2 eff. 0.6244 0.7256 0.6244 0.8579 0.8934 0.8579 0.7636 0.8947 0.8901 0.8860 0.9209 

  S.D. L2 eff. 0.3565 0.3349 0.3565 0.2475 0.2126 0.2475 0.3171 0.2108 0.2166 0.2219 0.1744 

9 III Ave. L2 eff. 0.6766 0.7377 0.6761 0.7889 0.7331 0.7884 0.7408 0.7287 0.7370 0.7394 0.6688 

  S.D. L2 eff. 0.3338 0.3205 0.3336 0.3056 0.3295 0.3056 0.3219 0.3319 0.3270 0.3259 0.3440 

9 IV Ave. L2 eff. 0.7837 0.7748 0.7832 0.6529 0.5445 0.6539 0.7664 0.5360 0.5602 0.5683 0.4416 

  S.D. L2 eff. 0.2451 0.2581 0.2449 0.3197 0.3215 0.3198 0.2678 0.3201 0.3237 0.3256 0.2919 

Note: Boldface type indicates the maximum average and minimum standard deviation of observed L2 efficiency. 
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Table 8 Observed L2 efficiency for small sample size (n = 15) and the independent variables have a 
uniform distribution 

2
0  Model Stat. AIC BIC HQIC AICc AICu HQICc KIC KICcC KICcSB KICcHM NIC 

0.25 I Ave. L2 eff. 0.6061 0.6797 0.6043 0.7733 0.7945 0.7726 0.7012 0.7954 0.7913 0.7919 0.8105

  S.D. L2 eff. 0.2988 0.2885 0.2994 0.2344 0.2207 0.2347 0.2793 0.2200 0.2234 0.2234 0.2118

0.25 II Ave. L2 eff. 0.5803 0.6608 0.5777 0.7658 0.7776 0.7645 0.6825 0.7788 0.7764 0.7768 0.7965

  S.D. L2 eff. 0.3247 0.3059 0.3254 0.2494 0.2429 0.2502 0.2969 0.2424 0.2430 0.2431 0.2372

0.25 III Ave. L2 eff. 0.6819 0.7700 0.6807 0.9108 0.9273 0.9095 0.7897 0.9284 0.9271 0.9267 0.9121

  S.D. L2 eff. 0.3523 0.3361 0.3523 0.2369 0.2198 0.2384 0.3282 0.2187 0.2204 0.2209 0.2447

0.25 IV Ave. L2 eff. 0.8261 0.8522 0.8252 0.8997 0.8405 0.8997 0.8571 0.8289 0.8597 0.8649 0.7056

  S.D. L2 eff. 0.2421 0.2384 0.2421 0.2401 0.3039 0.2401 0.2381 0.3140 0.2869 0.2812 0.3864

1 I Ave. L2 eff. 0.6259 0.7256 0.6250 0.8746 0.9192 0.8728 0.7619 0.9230 0.9168 0.9137 0.9350

  S.D. L2 eff. 0.3535 0.3377 0.3535 0.2340 0.1804 0.2365 0.3221 0.1753 0.1838 0.1892 0.1521

1 II Ave. L2 eff. 0.6157 0.7257 0.6133 0.8578 0.8982 0.8563 0.7677 0.8999 0.8982 0.8947 0.9213

  S.D. L2 eff. 0.3670 0.3431 0.3674 0.2595 0.2193 0.2607 0.3254 0.2179 0.2193 0.2228 0.1892

1 III Ave. L2 eff. 0.6342 0.6798 0.6336 0.7449 0.6938 0.7447 0.6987 0.6886 0.6985 0.7016 0.6327

  S.D. L2 eff. 0.3380 0.3370 0.3378 0.3173 0.3295 0.3176 0.3321 0.3301 0.3287 0.3286 0.3361

1 IV Ave. L2 eff. 0.7448 0.7324 0.7447 0.5999 0.5151 0.6015 0.7181 0.5073 0.5255 0.5321 0.4475

  S.D. L2 eff. 0.2544 0.2707 0.2542 0.2953 0.2842 0.2957 0.2774 0.2830 0.2873 0.2890 0.2623

9 I Ave. L2 eff. 0.6363 0.7577 0.6358 0.9132 0.9538 0.9108 0.7928 0.9549 0.9517 0.9480 0.9739

  S.D. L2 eff. 0.3936 0.3633 0.3934 0.2399 0.1808 0.2431 0.3479 0.1779 0.1834 0.1895 0.1347

9 II Ave. L2 eff. 0.6367 0.7729 0.6362 0.9025 0.9473 0.9016 0.8136 0.9490 0.9435 0.9406 0.9678

  S.D. L2 eff. 0.3911 0.3553 0.3909 0.2575 0.1918 0.2589 0.3358 0.1883 0.1983 0.2044 0.1504

9 III Ave. L2 eff. 0.5957 0.6755 0.5953 0.7891 0.8111 0.7891 0.6996 0.8121 0.8098 0.8075 0.8350

  S.D. L2 eff. 0.3344 0.3180 0.3342 0.2563 0.2457 0.2563 0.3112 0.2449 0.2467 0.2481 0.2287

9 IV Ave. L2 eff. 0.6344 0.6908 0.6319 0.7950 0.8190 0.7945 0.7120 0.8198 0.8162 0.8144 0.8366

  S.D. L2 eff. 0.2852 0.2794 0.2847 0.2292 0.2130 0.2293 0.2722 0.2132 0.2153 0.2162 0.2020

Note: Boldface type indicates the maximum average and minimum standard deviation of observed L2 efficiency. 
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Table 9 Observed L2 efficiency for moderate sample size (n = 30) and the independent variables 
have a standard normal distribution 

2
0  Model Stat. AIC BIC HQIC AICc AICu HQICc KIC KICcC KICcSB KICcHM NIC 

0.25 I Ave. L2 eff. 0.8055 0.7880 0.8052 0.8092 0.7524 0.7817 0.8026 0.7485 0.7562 0.7567 0.6700 

  S.D. L2 eff. 0.2495 0.2668 0.2533 0.2566 0.2832 0.2716 0.2603 0.2842 0.2821 0.2820 0.3032 

0.25 II Ave. L2 eff. 0.7728 0.8948 0.8252 0.8686 0.9266 0.9135 0.8663 0.9288 0.9245 0.9222 0.9430 

  S.D. L2 eff. 0.3329 0.2574 0.3083 0.2768 0.2193 0.2369 0.2801 0.2161 0.2222 0.2248 0.1985 

0.25 III Ave. L2 eff. 0.7835 0.9141 0.8347 0.8928 0.9397 0.9258 0.8909 0.9407 0.9382 0.9373 0.9708 

  S.D. L2 eff. 0.3255 0.2342 0.3017 0.2548 0.2024 0.2198 0.2581 0.2013 0.2049 0.2068 0.1465 

0.25 IV Ave. L2 eff. 0.8670 0.9368 0.8940 0.9421 0.9689 0.9644 0.9257 0.9701 0.9662 0.9662 0.9815 

  S.D. L2 eff. 0.2266 0.1759 0.2119 0.1690 0.1302 0.1370 0.1873 0.1276 0.1348 0.1348 0.1037 

1 I Ave. L2 eff. 0.6983 0.6450 0.6824 0.6807 0.6234 0.6469 0.6628 0.6215 0.6268 0.6284 0.5741 

  S.D. L2 eff. 0.2397 0.2470 0.2430 0.2418 0.2456 0.2431 0.2475 0.2454 0.2457 0.2446 0.2456 

1 II Ave. L2 eff. 0.6918 0.7176 0.7156 0.7427 0.7265 0.7391 0.7195 0.7248 0.7269 0.7307 0.6731 

  S.D. L2 eff. 0.3438 0.3315 0.3359 0.3228 0.3283 0.3232 0.3326 0.3294 0.3285 0.3277 0.3419 

1 III Ave. L2 eff. 0.7556 0.8915 0.8216 0.8747 0.9312 0.9115 0.8698 0.9324 0.9272 0.9247 0.9676 

  S.D. L2 eff. 0.3419 0.2613 0.3117 0.2737 0.2131 0.2387 0.2792 0.2112 0.2194 0.2224 0.1477 

1 IV Ave. L2 eff. 0.8580 0.9295 0.8894 0.9355 0.9643 0.9547 0.9147 0.9643 0.9603 0.9586 0.9779 

  S.D. L2 eff. 0.2366 0.1882 0.2189 0.1811 0.1407 0.1570 0.2018 0.1407 0.1481 0.1517 0.1138 

9 I Ave. L2 eff. 0.6877 0.7895 0.7279 0.7663 0.8176 0.7957 0.7680 0.8183 0.8155 0.8103 0.8375 

  S.D. L2 eff. 0.2911 0.2445 0.2762 0.2524 0.2219 0.2362 0.2565 0.2215 0.2238 0.2269 0.2082 

9 II Ave. L2 eff. 0.6693 0.7775 0.7210 0.7506 0.7995 0.7795 0.7555 0.7997 0.7937 0.7915 0.8281 

  S.D. L2 eff. 0.3217 0.2650 0.2999 0.2827 0.2478 0.2605 0.2813 0.2479 0.2526 0.2539 0.2289 

9 III Ave. L2 eff. 0.7822 0.8942 0.8327 0.8837 0.9193 0.9106 0.8759 0.9180 0.9182 0.9174 0.9201 

  S.D. L2 eff. 0.3299 0.2518 0.3021 0.2592 0.2224 0.2340 0.2677 0.2238 0.2244 0.2255 0.2254 

9 IV Ave. L2 eff. 0.8591 0.8820 0.8718 0.8993 0.8739 0.8891 0.8856 0.8726 0.8793 0.8832 0.8321 

  S.D. L2 eff. 0.2299 0.2348 0.2287 0.2173 0.2527 0.2345 0.2259 0.2537 0.2469 0.2428 0.2964 

Note: Boldface type indicates the maximum average and minimum standard deviation of observed L2 efficiency. 
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Table 10 Observed L2 efficiency for moderate sample size (n = 30) and the independent variables 
have a uniform distribution 

2
0  Model Stat. AIC BIC HQIC AICc AICu HQICc KIC KICcC KICcSB KICcHM NIC 

0.25 I Ave. L2 eff. 0.6450 0.6676 0.6532 0.6718 0.6810 0.6798 0.6633 0.6811 0.6812 0.6816 0.6810 

  S.D. L2 eff. 0.2574 0.2369 0.2492 0.2403 0.2303 0.2331 0.2427 0.2298 0.2298 0.2291 0.2240 

0.25 II Ave. L2 eff. 0.6518 0.6822 0.6722 0.6989 0.6900 0.6961 0.6867 0.6889 0.6899 0.6884 0.6778 

  S.D. L2 eff. 0.3192 0.2893 0.3080 0.2953 0.2795 0.2873 0.2953 0.2788 0.2803 0.2813 0.2671 

0.25 III Ave. L2 eff. 0.7954 0.9277 0.8551 0.9098 0.9521 0.9378 0.9068 0.9532 0.9488 0.9471 0.9748 

  S.D. L2 eff. 0.3215 0.2184 0.2871 0.2373 0.1816 0.2032 0.2424 0.1800 0.1882 0.1906 0.1373 

0.25 IV Ave. L2 eff. 0.8579 0.9247 0.8857 0.9290 0.9630 0.9530 0.9113 0.9630 0.9591 0.9570 0.9750 

  S.D. L2 eff. 0.2407 0.1970 0.2270 0.1919 0.1452 0.1619 0.2079 0.1452 0.1520 0.1565 0.1226 

1 I Ave. L2 eff. 0.6769 0.8005 0.7328 0.7761 0.8208 0.8044 0.7812 0.8234 0.8202 0.8191 0.8591 

  S.D. L2 eff. 0.3122 0.2594 0.2965 0.2727 0.2420 0.2523 0.2715 0.2396 0.2425 0.2432 0.2101 

1 II Ave. L2 eff. 0.6610 0.8053 0.7194 0.7686 0.8278 0.8118 0.7731 0.8309 0.8264 0.8241 0.8647 

  S.D. L2 eff. 0.3356 0.2685 0.3162 0.2890 0.2508 0.2607 0.2903 0.2481 0.2514 0.2526 0.2182 

1 III Ave. L2 eff. 0.7681 0.8609 0.8164 0.8580 0.8726 0.8750 0.8453 0.8712 0.8739 0.8742 0.8404 

  S.D. L2 eff. 0.3294 0.2800 0.3078 0.2796 0.2695 0.2673 0.2914 0.2699 0.2682 0.2676 0.2984 

1 IV Ave. L2 eff. 0.8410 0.8584 0.8574 0.8792 0.8436 0.8656 0.8649 0.8423 0.8480 0.8511 0.7711 

  S.D. L2 eff. 0.2419 0.2530 0.2409 0.2336 0.2739 0.2502 0.2418 0.2746 0.2701 0.2665 0.3289 

9 I Ave. L2 eff. 0.7356 0.9004 0.8024 0.8509 0.9333 0.9060 0.8653 0.9361 0.9284 0.9273 0.9561 

  S.D. L2 eff. 0.3722 0.2540 0.3406 0.3029 0.2077 0.2455 0.2909 0.2021 0.2160 0.2183 0.1685 

9 II Ave. L2 eff. 0.7187 0.8941 0.7921 0.8451 0.9170 0.8923 0.8623 0.9229 0.9143 0.9118 0.9539 

  S.D. L2 eff. 0.3796 0.2615 0.3474 0.3077 0.2328 0.2617 0.2939 0.2248 0.2370 0.2398 0.1750 

9 III Ave. L2 eff. 0.6416 0.7048 0.6745 0.7040 0.7190 0.7150 0.6991 0.7204 0.7174 0.7173 0.7319 

  S.D. L2 eff. 0.3210 0.2706 0.3038 0.2824 0.2572 0.2676 0.2820 0.2550 0.2593 0.2599 0.2429 

9 IV Ave. L2 eff. 0.6588 0.6727 0.6620 0.6718 0.6810 0.6800 0.6683 0.6810 0.6804 0.6803 0.6874 

  S.D. L2 eff. 0.2449 0.2304 0.2378 0.2311 0.2281 0.2271 0.2336 0.2282 0.2290 0.2290 0.2307 

Note: Boldface type indicates the maximum average and minimum standard deviation of observed L2 efficiency. 
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From Tables 1 to 10, the results of comparing the model selection criteria performances can be 
concluded as Table 11. 
 

Table 11 The appropriate criteria under various circumstances 

n 2
0  Model 

Independent Variable 

Normal  Uniform 

Criteria 
%Max 
Correct 

Max. 
Ave. L2 

eff. 

Min. 
S.D. L2 eff. 

Criteria 
%Max 
Correct 

Max. 
Ave. L2 eff. 

Min. 
S.D. L2 

eff. 

15 0.25 I AIC 30.2 AIC AIC HQIC 7.8 NIC NIC 

  II HQICc 73.2 HQICc HQICc BIC 18.6 NIC NIC 

  III NIC 97.0 NIC NIC KICcC 89.6 KICcC KICcC 

  IV NIC 98.5 NIC NIC AICc, HQICc 83.9 AICc, HQICc KIC 

 1 I HQIC 14.6 HQICc HQICc AIC, HQIC 9.1 NIC NIC 

  II HQICc 31.4 HQICc NIC BIC 13.9 NIC NIC 

  III NIC 96.8 NIC NIC AICc, HQICc 53.5 AICc AICc 

  IV AICu, KICcC 96.4 AICu AICu BIC 41.5 AIC HQIC 

 9 I AIC, HQIC 7.6 NIC NIC AIC, HQIC 7.9 NIC NIC 

  II AIC, HQIC 13.0 NIC NIC AIC, HQIC 13.3 NIC NIC 

  III AICc 63.3 AICc AICc, HQIC AIC, HQIC 14.9 NIC NIC 

  IV BIC 48.1 AIC HQIC HQIC 11.8 NIC NIC 

30 0.25 I AICc 55.4 AICc AIC AIC 11.5 KICcHM NIC 

  II NIC 91.9 NIC NIC AICc 31.9 AICc NIC 

  III NIC 95.9 NIC NIC NIC 96.5 NIC NIC 

  IV NIC 96.7 NIC NIC NIC 95.7 NIC NIC 

 1 I AIC 22.4 AIC AIC AIC 7.0 NIC NIC 

  II AICc 54.6 AICc AICc HQIC 15.9 NIC NIC 

  III NIC 95.1 NIC NIC HQICc 80.5 HQICc HQICc 

  IV NIC 96.0 NIC NIC AICc 75.8 AICc AICc 

 9 I AIC 7.0 NIC NIC AIC 6.0 NIC NIC 

  II AIC 17.1 NIC NIC AIC 12.4 NIC NIC 

  III NIC 88.3 NIC AICu AIC 26.4 NIC NIC 

  IV AICc 80.2 AICc AICc AIC 20.4 NIC HQICc 

Note: - means not considering the observed L2 efficiency for the large sample size. 
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Table 11 (Continued) 

n 2
0  Model 

Independent Variable 

Normal  Uniform 

Criteria 
%Max 
Correct 

Max. 
Ave. L2 

eff. 

Min. 
S.D. L2 

eff. 
Criteria 

%Max 
Correct 

Max. 
Ave. L2 

eff. 

Min. 
S.D. L2 

eff. 

100 0.25 I BIC, NIC 91.9 - - AIC 27.5 - - 

  II BIC 95.7 - - KIC 62.1 - - 

  III BIC 97.3 - - BIC 95.3 - - 

  IV BIC 93.8 - - BIC 94.7 - - 

 1 I AIC 53.6 - - AIC 10.4 - - 

  II BIC 91.2 - - AIC 30.9 - - 

  III BIC 95.6 - - BIC 96.7 - - 

  IV BIC 96.3 - - BIC 94.7 - - 

 9 I AIC 11.5 - - AIC 5.2 - - 

  II AICc 36.0 - - AIC 14.4 - - 

  III BIC 96.1 - - KIC 50.7 - - 

  IV BIC 95.9 - - AIC 46.4 - - 

Note: - means not considering the observed L2 efficiency for the large sample size. 
 

From Table 11 we can conclude that, 
(1) The true model is very weakly identifiable as Model I for n = 15, 30, in most cases, AIC and 

HQIC select the most accurate models. These criteria can identify the true model about 8–55% of the 

time for 2
0  = 0.25, about 7–22% of the time for 2

0  = 1, and about 6–8% of the time for 2
0  = 9. For 

n = 100, in most cases, AIC select the most accurate models. This criterion can identify the true model 

about 28–92% of the time for 2
0  = 0.25, about 10–54% of the time for 2

0  = 1, and about 5–12% of 

the time for 2
0  = 9. 

(2) The true model is weakly identifiable as Model II for n = 15, 30, in most cases, AIC and 
HQIC select the most accurate models. These criteria can identify the true model about 19–92% of 

the time for 2
0  = 0.25, about 14–55% of the time for 2

0  = 1, and about 12–17% of the time for 2
0  

= 9. For n = 100, in most cases, AIC and BIC select the most accurate models. These criteria can 

identify the true model about 62–96% of the time for 2
0  = 0.25, about 31–91% of the time for 2

0  = 

1, and about 14–36% of the time for 2
0  = 9.  

(3) The true model is very strongly identifiable as Model III for n = 15, 30, in most cases, NIC 
select the most accurate models. This criterion can identify the true model about 90–97% of the time 

for 2
0  = 0.25, about 54–97% of the time for 2

0  = 1, and about 15–88% of the time for 2
0  = 9. For 

n = 100, in most cases, BIC select the most accurate models. This criterion can identify the true model 

about 95–97% of the time for 2
0  = 0.25, about 96–97% of the time for 2

0  = 1, and about 51–96% 

of the time for 2
0  = 9.  

(4) The true model is strongly identifiable as Model IV for n = 15, 30, in most cases, NIC select 
the most accurate models. This criterion can identify the true model about 84–99% of the time for 

2
0  = 0.25, about 42–96% of the time for 2

0  = 1, and about 12–80% of the time for 2
0  = 9. For n = 
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100, in most cases, BIC select the most accurate models. This criterion can identify the true model 

about 94–95% of the time for 2
0  = 0.25, about 95–96% of the time for 2

0  = 1, and about 6 – 96% 

of the time for 2
0  = 9. 

(5) In most cases, the observed 2L  efficiency suggests that NIC is the best criterion for small 

to moderate sample sizes.  
(6) When the sample size increases or the model is strongly identifiable, it is more likely to 

select the correct order and the observed 2L  efficiency is also increased. In addition, the error 

variance affects the correction rate of order being selected and the efficiency of the observed 2L . 

(7) When the independent variables have a uniform distribution, they present a lower percentage 
of correct order being selected than the normal distribution. 
 
4.  Conclusions 

In this paper, we propose the new criteria for regression model selection, called New Information 
Criterion (NIC). The performances of NIC are examined by the extensive simulation study against 
AIC, BIC, HQIC, AICc, AICu, HQICc, KIC, KICcC, KICcSB, and KICcHM, under the difference 

various circumstances: sample sizes (n), regression coefficients (  ), variances of error term ( 2 ), 

and distribution of independent variables. For 1,000 samples of simulation, the results of comparing 
the model selection criteria performances can be concluded as follows. When the sample sizes are 
small to moderate and the true model is somewhat difficult to identify, the performances of AIC and 
HQIC perform the best. However, they can identify the true model actually less accurate about 6–

55%. As a result, we used the observed 2L  efficiency to assess model selection criteria performances. 

In most cases, the observed 2L  efficiency suggests that NIC is the best criterion for small to moderate 

sample sizes. For the large sample size and the true model is somewhat difficult to identify, AIC and 
BIC select the most accurate models. When the sample sizes are small to moderate and the true model 
can be specified more easily, the performances of NIC perform the best. For the large sample size 
and the true model can be specified more easily, BIC select the most accurate models. When the 
sample size increases or the model is strongly identifiable, it is more likely to select the correct order 

and the observed 2L  efficiency is also increased. In addition, the error variance affects the correction 

rate of order being selected and the efficiency of the observed 2L .  When the independent variables 

have a uniform distribution, they present a lower percentage of correct order being selected than the 
normal distribution. 
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