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Abstract

In this article, an efficient class of estimators of population mean is opined under double sampling
scheme using auxiliary information which admits various existing estimators like the usual mean
estimator, classical ratio estimator, Singh (2011) estimator and Bhushan and Gupta (2019) estimators.
The first order approximation expressions of mean square error of the opined estimator are established
and the efficiency conditions are derived. Further, the soundness of the efficiency conditions is studied
by an empirical study employing different real populations. The findings of the empirical study show
the ascendancy of the opined class of estimators over the estimators existing till date.
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1. Introduction

In survey sampling, the utilization of supplementary information furnishes a better improvement
over the efficiency of estimators constructed for the estimation of unknown population parameters.
The literature describes several ratio, regression and exponential methods utilizing the auxiliary vari-
able at the estimation stage. Many prominent authors developed several modified and improved ratio,
regression and exponential type estimators by using the population information of the auxiliary vari-
able x. However, the information about the population mean of the auxiliary variable is not always
available. In the aforesaid environment, the most popular sampling scheme is the double (two-phase)
sampling scheme which was first established by Neyman (1938) to accumulate information on the
strata sizes in stratified sampling. It is customarily acquired when the accumulation of information
on study variable is very costly but relatively cheaper to accumulate information on auxiliary variables
that are correlated with the study variables. Due to these reasons, the double sampling (D.S) becomes
a powerful and cost-effective scheme for obtaining the authentic estimate in the first phase sample for
the unknown parameters of the auxiliary variable. In literature, Sukhatme (1962) investigated the clas-
sical ratio estimator in DS. Following Srivenkataraman (1980), Kumar and Bahl (2006) envisaged
a class of dual to exponential type ratio estimator using D.S. Singh and Vishwakarma (2007) inves-
tigated Bahl and Tuteja (1991) exponential ratio and product estimators of population mean under
DS. Singh (2011) provided Prasad (1989) estimator under DS. Ozgul and Cingi (2014) developed
a class of exponential regression cum ratio estimator in D.S. Kalita et al. (2016) suggested expo-
nential ratio-cum-exponential dual to ratio estimators using DS. Following Kumar and Bahl (2006)
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and Kalita et al. (2016), Bazad and Bazad (2019) developed some classes of dual to ratio exponential
type estimators. Bhushan and Gupta (2019) provided some log type estimators of population mean
using DS. Zaman (2020) suggested generalized exponential estimators of population mean using
an auxiliary attribute. Zaman and Kadilar (2021a) introduced a new class of exponential estimators
for finite population mean in DS whereas Zaman and Kadilar (2021b) examined an exponential ra-
tio and product estimators of population mean under stratified two-phase sampling. Zaman (2021)
considered an efficient exponential estimator of the mean under stratified random sampling (StR.S).
Bhushan et al. (2021a) suggested some efficient classes of estimators under StR.S. Bhushan et al.
(2021b) developed some efficient classes of estimators under D.S. Recently, Bhushan and Kumar
(2023) suggested a new efficient class of estimators of population mean using D.S.

In this study, we develop an efficient class of estimators for population mean using auxiliary
information in DS. The rest of the paper is organized as follows. In Section 2, we have reviewed the
existing estimators under DS suggested till date. In Section 3, the suggested class of estimators is
given along with its properties. In Section 4, the efficiency conditions are derived. In Section 5, an
empirical study is carried out using some real data sets. Finally, the conclusion is given in Section 6.

2. Brushup of Relevant Works

Consider a finite population x = (k1, k2, ..., k) of N identifiable units. Let y; and x; possess
the values of the study and auxiliary variables for the i unit #;. Also, let the sample means § =
n Y " Jyiand T = n~t )" | x; of the study and auxiliary variables be an unbiased estimator
of population means Y and X respectively, obtained from the second sample of size n and ' =

’

n'~t >i, x; is sample mean obtained from the first sample of size n’. Let C, and C, be the
coefficient of variation of auxiliary variable = and study variable y respectively. We consider two
cases to draw the required sample under DS as discussed below:

Case I when the second phase sample of size n is a sub-sample of the first-phase sample of size
n', and

Case II when the second phase sample of size n is drawn independently of the first-phase sample
of size n/, refer to Bose (1943).

The unbiased estimator of population mean Y of the study variable y is given as
Ym = .

The variance of the estimator ,, is given by
V(im) = [Y?Cy,

where f,, = (n=! = N~1). In DS, Sukhatme (1962) suggested the conventional ratio estimator using
auxiliary variable as

The M SE expressions of the estimator ¢, in case I and case II are given by

MSE(QT)I = YQ[fnCyz + fnn’ (Cg - 2pznycy)]7 (1)

MSE(@T)II = YQ [fncz + (fn + fn’)cg - anpwycmcy]a 2)

where f] = (n’/ TN Y, fun' = fn — far and C, is the population coefficient of variation of
auxiliary variable x and p,, is the population coefficient of correlation between study variable and

auxiliary variable.
The classical regression estimator using auxiliary information under DS is defined as

Gr=9y+b(@ —2),
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where b is the regression coefficient of y on . The M .SFE expressions of the estimator g;,- in Case I
and Case II are given by

MSE(Q]T)I =Y?

)

b\* b
fnCZ + (fn - fn’) <R) 032; -2 <R) (fn - fn’)pryOTCy

MSE(?IT)II = YQ

)

b\’ b
fncj + (fn + fur) (R) Cﬁ -2 <R) InpayCrCy

where R = Y /X. The minimum M SE of the estimator ;- at optimum value of b = Rp,,, (C,,/C.)
in Case I and at optimum value of b = (f,,/(fn + fn'))Rpzy(Cy/Cy) in Case Il is given by

mmMSE(le)I = Yzcg[fn - fnn’piyL (3)
minMSE(Gi,) 11 =Y fuC, [1 - (fnifn) piy] : 4)

Kumar and Bahl (2006) suggested a class of dual to exponential type ratio estimator for finite
population mean Y in DS as
_ [z
Ykb = Y <t,1> )
z

where ), = [(1 + )&’ — gz], g = n/(n’ —n).
The M SE expressions of the estimator g in Case I and Case II are given by

n n

n

(’I’L/ _ n) ((n/ﬁ n) (fn + fn’)cg - anpzyczcy)} . (6)

On the lines of Bahl and Tuteja (1991), Singh and Vishwakarma (2007) evoked the ratio expo-

nential estimator under DS as
_ _ T -z
Yoo U\ 317 )

The M SE of the estimator ¥s, in Case I and Case Il is given by

MSE(ji) 11 = Y? |:fncj +

MSE(QSU)I = Y2 [fncg + (fn - fn’)CZ - (fn - fn’)pzycmcy] ’ @)
2
MSE(ysv)II = Y2 |:fnC§ + (fn + fn’)% - fnpmyczcy] . (8)

Motivated by Prasad (1989), Singh (2011) developed the following ratio type estimator under D.S as

7!
Yk = k?j <>
X

where k is a scalar. The minimum M SE of the estimator g, at optimum value of k = [1 + f,,,,r (C2% —
PeyCeC/ [+ frnCo+ frn' (C2 =202y CuCy) 42 frns (C3 — pey CCy))] in Case I and at optimum
valte of k= [+ fu{ C2 = puyCaCy 1/ L+ FuaC2 4 (fu + fut)C2 = 2fupiyCoClyh + 2£u(C2
pzyCzCy)] in Case 1l is given by

. oo [ (k=124 k{02 + fan (C2 = 2p,yC.Cy) }
minMSB () =¥* { P2 = Do (C2 puyCuCy) ©)
. _ oo | (B=12 4+ E2{fnC2 + (fn + fur)C? — 2f1p2yCCy}
minMSE(gr)ir =Y [ ok — 1) (£ C2 v oG y Y ) (10)
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Ozgul and Cingi (2014) introduced a class of exponential regression cum ratio estimator under
DS as

S|

Yoo = {k17 + kao(Z' — )} exp </J_r*> )

8l
8

where k1, ko are suitably chosen scalars, 7 = az’ +band ¥ = az + b such that a(#£ 0), b are
either real values or function of some known parameters of auxiliary variable x namely, standard
deviation S, coefficient of variation C,, coefficient of skewness (1 (), coefficient of kurtosis 52 ()
and known parameter of auxiliary variable x and study variable ¥ as coefficient of correlation pg,.

The minimum M SE of the estimator Joc at k1 (opr) = 1—{(2— frun02C2) /(14 fr = frn p2,)}-
kaopty = R{(0 — 1) 4 (1 = k1 (opt) ) (20 — pay (Cy/Cy)) } in case Tand at ky(opsy = 1 — {(2 — (fn +
F V2O (Ut Fu = Fup2)}e Katopty = RO — 1) + (1~ k1) (20— pry(C,/C))) im case
is given by

VSE( 72 _MSE(ng)[(l - fnn’QQCg) - (W) 11
(Yoc)1 = Y24+ MSE(4i)1 "

MSE(, Y2 _MSE(glr)II{l - (fn + f’!z’)ezog} o (%> (12)
Yoc) 11 = Y2+ MSE(Yi) 11

where § = aX/2(aX + b). Kalita et al. (2016) introduced the following exponential ratio-cum-
exponential dual to ratio estimators in DS as

o ex 7( , 75) ex 7(i';; 7i'/)
p{(m'—l—m)}Jrﬁ p{@;m')}]

where « and § are unknown constant such that a4+ = 1. The M SF of the estimator ¢ at optimum
values of & = [{2p4,Cy /(1 — 9)Cy} — {g/(1 — g)}], 8 = 1 — ain Case I and at optimum values of

o= [{anpwcy/(fn + f’n’)(l - g)C.L} - {g/(l - g)}]’ B =1-—ainCasellis given by

I

Yks = Y

_ - fn
MSE(jks) i1 = Y2 fuC) {1 - (M> Piy} . (14)

Following Kumar and Bahl (2006) and Kalita et al. (2016), Bazad and Bazad £2019) developed
general class of dual to ratio exponential type estimators for population mean Y using auxiliary
variable x in DS as

o (/;*) ex M
ybbl_y[aexp{(aj/*_i_x*)}'i‘ﬁ P{(xg—i-x'*)}].

The M SE expressions of the estimator ¥, in Case I and Case Il is given by

8l
8

MSE(ijob, )1 = Y?Cp [ frn = frn' 02y (15)
- _ V2 2 _ fn 2
MSE(Gyy, )11 =Y [nCy [1 (fn - fn/) pwy:| : (16)

Bazad and Bazad (2019) suggested another class of dual to ratio exponential type estimator under

DS as

8l
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where o 4+ 5 + v = 1. The M S E expressions of the estimator g, in case I and case I is given by

MSE(gbe)I = YQC; [fn - fnn’piy] 5 (17)
_ _voe el (I ) o
MSE (G, 11 = V2 fnC? [1 (fn +fn/) pwy:| . (18)

Bhushan and Gupta (2019) suggested log type estimators under DS as
_ _ AN
=i [ieos(2)]”.
_ _ T
T —]
where a; and o are suitably chosen scalars. The M S E expressions of the estimator §,,, ¢ = 1,2 in
Case I and Case II are given by

MSE(QQI)I = Y2 [fncs + (fn - fn’)afoi + 2az(fn - fn’)pmyca:cy]
MSE(ggi)II =Y? [fncg + (fn + fn’)azzci + 2a1,fnp'cy03ccy] .

The minimum M SE of estimators gy, i = 1,2 at (opt) = —pay(Cy/Cz) in Case I and at
Qitopt) = —(fn/(fn + fur))pay(Cy/Cy) in Case Il is given by
minMSE (g, )1 = Y2Cofn = fan' Py (19)
minMSE (g, )11 = Y fnC;, [1 - <ff_”f) piy] : (20)
n n'

It is seen that Kalita et al. (2016) estimator s, Bazad and Bazad (2019) estimators s, » Yob,
and Bhushan and Gupta (2019) estimators %,,, ¢ = 1,2 attain the minimum M SE of the classical
regression estimator under DS.

3. Suggested Class of Estimators

Motivated by Bhushan et al. (2021c¢), we suggest an efficient class of estimators for estimating
the population mean Y of study variable y using information on auxiliary variable  under DS as

j‘;/* g j* a1
vt e ()]

0z* + (1 - 0)z
where wy, wy and « are suitably chosen scalars and 6, g are real constants which assume real values
to design different estimators. The value of «; can be obtained from Bhushan and Gupta (2019)
estimator 4, . We would like to note that:

T, =

(). for (w1, w2, @1)=(1,0,0); T, = ¥, (Usual mean estimator)

@ii). for (wi,ws,g,6,a,b,a1)=(0,1,1,1,1,0,0); T, — ¥, (Classical ratio estimator)
(iii). for (w1, w2,g,0,a,b,a1)=(0k,1,1,1,0,0); T, — ¥ (Singh (2011) estimator)
(iv). for (w1, wa, aq)=(1,0,a1); T, — §g, (Bhushan and Gupta (2019) estimator)

Several other estimators of different parameters can be generated from the envisaged estimator T}, for
appropriate values of scalars (w1, w2, g,0,a,b, a1).

Case I To derive the M SE of the suggested family of estimators, let us assume that

g=Y(1+4ey),T=X(1+ey)andZ = X(1+ e}) such that E(eg) = E(e;) = E(e}) = 0,
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E(e(2)) = f’nC§9 E(e%) = fnci’ E(€/12) = f’I’L’C;%’ E(60761) = f’anIC ’

E(eie}) = fwCZ  Eleoe}) = fupCiCy.

where Cy = S,/Y, Cp = Su/X. pay = Suy/SuSy. S2 = S (yi — Y)?/(N — 1), §2 =
>y (@i = X)2/(N = 1) and 82, = S35, (i = Y) (2 — X) /(N = 1).

The suggested estimator 7, is expressed in terms of €’s as

Y [wl(l +eg) +wa(1+eg) {14 O(vey — vel + v2ef — Z/Qele’l)}fg}

22 22701
voey ue1:|
)

T, =

!/
x[l—i—uel—l/el— 5 5

2
[e3%
+5 (V2e? + v2e? — 21%er€))
o 1+ e + a1 (veger + v2ere] — vepe) — v2%e?)
T,-Y=Y —g0 (ver — vel + 122 — v2ere] + veger — vege)) .21
+1
+ws —|-g(g2 )2 (2ed + v2e — 2v%e1€) -1
2
(03
+ 5 (V2ef 4+ v — 2v%e€))

—gboq (V2e} + v2e — 2026 e))

[ { 1+ey+o (uel —ve) —v?e? + vege; — vege) + 1/2616/1) } 1
w1

Squaring and taking expectation both sides of (21), we get the M SE of the suggested estimator up
to first order approximation as

MSE(T,) = Y? [1+wiE + w3Es + 2wiws E3 — 2wy Eq — 2ws B (22)
where

By = [1+ fuC2 + (20307 — 2000 (fu — fur)C2 + darv(fu — fur)payCy i)

B [ 14 fuC7 + {203v% — 20102 + g%0°0% — dangdv® + g(g + 1)0°v?} (fr — fur)C2 }
2 L +4V((X1 — 99)(fn - fn')plycycl
gy = | 1 a0+ {20302 — 2010002 — 20002 + 850022} (1, — £,1)C3
i —|—2U(20z1 — 99)(fn - fn’)pﬂJUCUC“J

By = [ 1+ {$0% — 0w} (fu = fu)C2 + vl = fa)peyCyCo |

By — 1+ {%flﬂ —av? —a1gov? + 79(9;1)921/2} (fn — fnr)C?
L JF(CVlV - g@l/)(fn - fn’)pzycycx
aX
T (X +0b)

The optimum values of w; and wy can be obtained by minimizing (22) w.r.t. w; and ws as

w _ (E2Ey — E3E5)
1(opt) (E1E2 — Eg) P
(E\Es — E3Ey)

W2ort) = T(E B, — E2)
Now, the minimum M S'E can be obtained by putting optimum values of w; and ws in (22) as

(ElE'g + EQEZ — 2E3E4E5)
(E1Ey — E3)

minMSE(T,) =Y? |1 - (23)

Case II To obtain the M SE of the suggested class of estimators, let

g=Y(1+4+ey),T=X(1+ey)and T = X(1+ e}) such that E(eg) = E(e;) = E(e}) = 0,
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E(e3) = fnCS, E(e?) = f,C2, E(e?) = fuC2?, E(eg,e1) = fapCiCy,

E(e1e}) =0, E(epe}) = 0.

Squaring and taking expectation both sides of (21), we get the M S E of the suggested class of esti-
mators up to first order approximation as

MSE(T,) =Y? [1+ wiFi + w3F; 4 2wiwa Fy — 2w Fy — 2wy Fy] (24)
where

F = [1 + fnC'2 + (2a3v? — 2000°) (fr + fnr)C? + 40 frpzyCyCyl

[ 1+ fnC’g + {2a1V2 — 20102 + ¢%0%0% — 4oy gOv? + g(g + 1)02u2} (fu + fur)C? }
27 | +4v(ar — g0) fapayCyCs
Fo 1+ fuC} + {20&%1/2 —2a190v? — 20412 + g(g+1 6%v 2} (fn + fn)C2
=
+2u(2a1 — 99) frpayCyCy

Fy = 1+{a1 2 — oV }(fn“‘fn’)ci"'alyfnpzycycx :|
Fs = [ 1+ {"1 2 a1v? — argf? + %9%2} (fo + Fu)C2 + (010 — gOV) fupayCyCln } .
The optimum values of w; and wo can be obtained by minimizing (24) w.r.t. w; and wo as

w _ (FyFy — F3F5)
1(Opt) (F1F2 — F32) )
w _ (F1F5 — F3Fy)
2(opt) (F1F2 — F??) .

Now, the minimum M S'E can be obtained by putting optimum values of w; and ws in (24) as

F\F? 4+ FyF} — 2F3F,Fy)
(F1F2 — F32)

minMSE(T,) =Y? |1 — ( (25)

Corollary 1 The suggested class of estimators perform better in Case Il as compare to Ccase I, iff

(BrFR + By} — 2B5B,05) _ (FyF3 + FyFf — 2F5Fy F)

26
(E1Ey — E2) (F\Fy, — F2) ’ (26)

otherwise, equally efficient in both the cases if equality holds in (26).

Proof: On comparing the minimum M S'E of the suggested estimators obtained in Case I and Case
II from (23) and (25), we obtain (26).

4. Efficiency Conditions

This section considers the efficiency comparison of the suggested class of estimators with the
existing estimators in Case I and Case II.
Case I On comparing the minimum M SE of the suggested class of estimators 7}, from (23)

1. with the variance of usual mean estimator ¥, from (2), we get

(E\E2 + EyE? — 2F3F,F5)
(EV\Es — E3)

>1— fuCy.

2. with the M SFE of classical ratio estimator ¢, from (1), we get

(ElEg + EQEZ — 2E3E4E5)
(E1E2 — E%)
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Table 1 Some members of the proposed class of estimator 7},

Estimators a b
Tp(l) 1 0
Tp(z) 1 C,
Tp(g) 1 52 (1‘)
TP(4) Cy ﬂ2 (x)
Tps) Ba() Ce
TP(G) 1 Pzy
TP(7) CJE P
Tp(g) Pzy Cy
Tp(g) Ba () Pzy
Tp(w) Pzy Ba()

3. with the M SFE of classical regression estimator g, from (3), we get

(E\E2 + EyE2 — 2E3E,Fs)
(E1E5 — E2)

4. with the M SE of Kumar and Bahl (2006) estimator g from (5), we get

(ElEg + EQEZ — 2E3E4E5) n

(E1Ey — E3)

n
7 [f"q?* w—m™ (( '

n' —n)

2 — ZpIyCICyﬂ .

5. with the M SE of Singh and Vishwakarma (2007) estimator ¥, from (7), we get

2

Er\E2 + E2E? — 2F3E,E (&
( 175 274 374 5) >1-— |:fn03+(f”_fn/) 4 _(fn_fn’)pwucmcll:|

(E1E> — E3)

6. with the M SE of Singh (2011) estimator g, from (9), we get

(E\E2 + EqE? — 2F3E, F5) L= 12 + k2 { fnC + [ (C2 — 294, C.Cy) }
(E1E2 - E??) +2k(k - l)fnn’(ci - pCzcy) '

7. with the M SFE of Ozgul and Cingi (2014) estimator 7, from (11), we get

= 2 2t
(E\E2 + EyE? — 2E3E4Fs) - MSE(4ur)1(1 = fan0?C3) — (f)

(E1E2 _Eg) Y2+MSE(QZT)]

8. with the M SFE of Kalita et al. (2016) estimator ¥ from (13), we get

(ElEg + EQEZ — 2E3E4E5)
(E1E2 — E%)

>1- C; [fn - fnn’piy] .

9. with the M SE of Bazad and Bazad (2019) estimators %, ¢ = 1, 2 from (15) and (17), we get

(ElEg + EQEZ — 2E3E4E5)
(ElEQ — E%)

>1 _033 [fn - fnn’piy:l .



506 Thailand Statistician, 2023; 21(3): 498-509

10. with the M SE of Bhushan and Gupta (2019) estimators ¢y,, ¢+ = 1,2 from (19) and (20), we
get
(E1E2 + EQE? — 2E3E,E5)
(E1E> — E2)

Case II On comparing the minimum M S E of the suggested class of estimators 7}, from (25)
11. with the variance of usual mean estimator ¢, from (2), we get

(F1F52 + F2F42 - 2F3F4F5)
(F\Fy — F3)

>1— fuCy.

12. with the M SF of classical ratio estimator ¢, from (1), we get

(F1F52 + F2F42 — 2F3F4F5)
(FLFy — F3)

>1- fncg —(fn+ fn/)cz- + 2102y Ca Oy

13. with the M SFE of classical regression estimator ;.- from (4), we get

(FlF‘{; +F2F‘4 — 21;31;41;5) 2 Jn 2
3 In y “\ T

14. with the M SE of Kumar and Bahl (2006) estimator g, from (6), we get

(F\FZ + FoFf — 2F3F, F5)
(FLFy — F2)

n n
(0" —n) \ (W —n)
15. with the M SFE of Singh and Vishwakarma (2007) estimator ¥, from (8), we get

(F\FZ + FoFf — 2F3F,F5)
(F\Fy — F2)

2

4
16. with the M SFE of Singh (2011) estimator 7, from (10), we get
(F‘l‘FS2 + F2F42 - 2F3F4F5) [ (k - 1)2 + kz{fncg + (fn + fn’)cg - 2fanyCsz} :|
(F1F — F?,Q) | +2k(k - 1)(fuC3 - frnpayCaCly) .
17. with the M SFE of Ozgul and Cingi (2014) estimator g, from (12), we get

- 24 ~4
(F\F} + FyF} - 2R FyFs) MSE(G)rr{l = (fa + fu)0?CZ} - (%)
>1— _
(FLFy — F3) Y2+ MSE(Gir) i1

18. with the M SFE of Kalita et al. (2016) estimator s from (14), we get
F\F2 + FoF? — 2F3F, F, [ n |
(15+24 2345)>1_fn073 1_( f )piy
(FlF?_FS) L f?z+fvz’ i
19. with the M SE of Bazad and Bazad (2019) estimators gp,, ¢ = 1, 2 from (16) and (18), we get
F\F2 + FoF? — 2F3F, F, [ n i
(F F§ + FyFj 2345)>1*fn05 1( [ >P3y
(F1F2_F3) L fn+fn’ ”_
20. with the M SE of Bhushan and Gupta (2019) estimators /., ¢ = 1,2 from (20), we get
F\F2 + FoF? — 2F3F, F, [ n |
(15+24 2345)>1_fn05 1_( f )Piy
(F1F2_F3) L fn+fn’ ]

Under these conditions, the proposed class of estimators dominate the estimators reviewed in previous
section. Further, whether these conditions hold in practice is verified through an empirical study.

>1-
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5. Empirical study

To illustrate the merits of the suggested class of estimators, we have accomplished an empirical
study over four real populations which are described below:
Population 1: [Source: Cingi et al. (2007)]
Y =the number of teachers, X =the number of student in both primary and secondary school for 923
districts, Y'=436.3, X=11440.50, C,=1.86, C,,=1.72, p;,=0.955, n=200, n'=400 and N=923.
Population 2: [Source: Kadilar and Cingi (2006)]
Y'=level of apple production, X=number of apple trees, ¥'=625.37, X=13.93, C,=1.653, C,=1.866,
Py=0.865, n=20, n'=40 and N=104.
Population 3: [Source: Murthy (1967)]
Y=output, X=fixed capital, Y'=51.826, X=11.265, C,=0.751, C,=0.354, p,,,=0.9413, n=20, n'=40
and N=80.
Population 4: [Source: Kumar and Bahl (2006), p. 324]
Y =number of cultivators in the village, X =population of village, Y'=449.846, X=2909.105, C,=0.7696,
C,=0.8871, p,,=0.8818, n=20, n'=95 and N=487.
Using the above data sets, we have computed the M SE and percent relative efficiency (PRE) of the
existing and suggested estimators. The P RFE of different estimators T=(Ym, Yr» Yir> Ykb> Ysv> Yk»> Yocs
Ybby > Ybba» Yg1» Yg, and T}) is calculated w.r.t. usual mean estimator ¥,,, using the following formula.

V(m)
PRE = —=—— x 100.
MSE(T)
The empirical results for population 1 to population 4 are summarized in Table 2 to Table 3.
These results show that the suggested class of estimators fares better in terms of lesser M .SE and
greater P RE than the other existing estimators discussed in this study.

6. Conclusions

In this study, we have opined an efficient class of estimators of population mean Y of study
variable y using the information on an auxiliary variable under double sampling. The usual mean
estimator ¥, classical ratio estimator ¥, envisaged by Sukhatme (1962), Singh (2011) estimator ¥y,
and Bhushan and Gupta (2019) estimator ¥, are identified as the members of the suggested class of
estimators. The M SE expression of the proposed class of estimator is obtained to the first order of
approximation. The theoretical results of the suggested class of estimators have been obtained and
illustrated by an empirical study carried out over four real data sets. From the perusal of the empirical
results of Table 2 and Table 3, we have the following observations:

(i). the suggested class of estimators 7T}, performs better than the usual mean estimator §y,, clas-
sical ratio and regression estimators ¥, & i, Kumar and Bahl (2006) estimator ¥, Singh
and Vishwakarma (2007) estimators ¥, Singh (2011) estimator %, Ozgul and Cingi (2014)
estimatory,., Kalita et al. (2016) estimator ¥., Bazad and Bazad (2019) estimators ¥pp,, © =
1,2 and Bhushan and Gupta (2019) estimators §,,, ¢ = 1,2 in terms of the minimum M SE
and maximum PRE.

(ii). the proposed class of estimators performs better in the case II as compare to the case I in each
populations.

Thus, we firmly advocate to consider the suggested class of estimators in the usual practice. Further,
the proposed class of estimators can also be established using information on auxiliary attribute and
it is authors future direction of work.
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Table 2 M SE and PRFE of different estimators

Population 1

Population 2

Case I Case II Case I Case II
Estimators MSE PRE MSFE PRE MSFE PRE MSE PRE
Um 2205.63 100 2205.63 100 54993.75 100 54993.75 100
Ur 944.10  233.62 1162.18 189.78 29536.17 186.19 30310.14 181.43
Yir 921.60 239.32 728.35 302.82 29521.36 186.28 25197.14 218.25
Ykb 944.10  233.62 1162.18 189.78 29536.17 186.19 30310.14 181.43
T 1163.26 189.60 805.85 273.70 35586.14 154.53 27753.03 198.15
Uk 941.16  234.35 1162.15 189.78 27662.89 198.79 29939.74 183.68
Yoe 909.23  242.58 712.19  309.69 25574.27 215.03 20064.75 274.08
Yks 921.60 239.32 728.35  302.82 29521.36 186.28 25197.14 218.25
Ubb, 921.60 239.32 728.35  302.82 29521.36 186.28 25197.14 218.25
Ubbs 921.60 239.32 728.35  302.82 29521.36  186.28 25197.14 218.25
Ygir 1 =1,2  921.60  239.32 728.35  302.82 29521.36 186.28 25197.14 218.25
Tz‘f 905.89 243.47 701.39 314.46 25151.42 218.65 18509.44 297.11

Table 3 M SE and PREFE of different estimators
Population 3 Population 4

Case I Case II Case I Case II
Estimators MSE PRE MSE PRE MSFE PRE MSE PRE
Um 12.62 100 12.62 100 7635.38 100 7635.38 100
Ur 16.88  74.74 3795 33.25 2748.77 277.77 271540 281.18
Yir 5.16 24431 423  298.09 2747.50 277.90 2589.93  294.80
kb 16.88  74.74 3795 33.25 5407.08 141.21 5001.00 152.67
s 5.28  238.77 6.35 198.69 4009.29 190.44 3484.84 219.10
Uk 16.87  74.77 37.89  33.30 2710.73  281.67 2700.07 282.78
Yoc 5.08 248.29 4.10 307.24 2647.32 288.41 2471.75 308.90
Yks 5.16 24431 423  298.09 2747.50 277.90 2589.93 294.80
Ubb, 5.16 24431 423  298.09 2747.50 277.90 2589.93  294.80
Ubbs 5.16 24431 423  298.09 2747.50 277.90 2589.93 294.80
PYgir 1 =1,2 516 24431 423  298.09 2747.50 277.90 2589.93 294.80
T, 5.04 250.33 399 31599 2620.07 291.41 2419.51 315.57
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