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Abstract

Using auxiliary information for estimating the study variable is a popular and well established
technique to enhance the efficiency of the estimator. In this paper, we have considered an exponential
ratio-type estimator under double sampling scheme involving two auxiliary variables. Both cases of
independence and dependence of auxiliary variables have been considered. Here, we make use of the
sample mean and sample median of the auxiliary variables of both phases with the intention to improve
upon the efficiency of the said estimator. It is found that the proposed estimator is more efficient than
the regression estimator proposed by Vadlamudi et al. (2017) with one auxiliary variable and also over
other classical estimators. The study was tested empirically using simulated data.
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1. Introduction

In the pursuit of finding a good estimator of the population mean of a certain population, authors
and researchers have often resorted to using the sample mean in the structural form of the estimator
as have been done by classical and standard estimators such as ratio estimators, regression estimators,
etc. In particular, the standard ratio and regression estimators also makes use of the information of a
known mean of an auxiliary variable, which is highly correlated to the study variable, alongwith the
sample means of the auxiliary and study variables (Cochran, 1977). In the case where the population
mean of the auxiliary variable is not known, then double sampling is implemented and the sample
means of the two phases are used in the form of the estimators of the population mean. However, there
is a gain in efficiency or precision in the estimation of the population mean if the estimator involves
the use of a known median or sample median of the variables along side the means of the auxiliary
and study variables. Several authors have made a significant contribution to the study of median estimation,
however, Gross (1980), Kuk and Mak (1989) and others have been the main pioneers and contributors
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to this particular field of study. Furthermore, the inclusion of both mean and median of the auxiliary
variable in a regression estimator of the population mean was introduced by Lamichhane et al. (2017)
and this same estimator was introduced under double sampling scheme by Vadlamudi et al. (2017). The
most recent study on ratio type estimators of population mean using the known median of the study
variable was given by Yadav et al. (2021). Their estimator uses the known value of the population
median of the study variable under simple random sampling without replacement (SRSWOR) in order
to estimate the population mean.

In this paper, a new exponential ratio-type estimator of the population mean has been put forward
under double sampling scheme and it involves the use of two auxiliary variables which also makes
use of the sample mean and sample median of the auxiliary variables in both the phases. The
motivation behind this work is the goal of achieving increased precision and efficiency in mean
estimation through modification of the previous estimator proposed by Vadlamudi et al. (2017) by
involving an additional auxiliary variable and changing the structural form of the estimator to an
exponential ratio-type estimator. This estimator differs slightly from the estimator given by Yadav
(2021) in the sense that it makes use of the sample medians of the auxiliary variables of both the
phases, whereas, Yadav (2021) utilizes the known population median of the study variable in his
estimator.

Let us consider a population of size N. Let the variable under study be ¥ having population

values 1,,Y,,....Y,. Similarly, let the two auxiliary variables under consideration be X and Z with

population values X, X,,....,X, and Z,Z,,...,Z,,, respectively. The study variable Y is taken to be
highly correlated with auxiliary variable X as well as auxiliary variable Z.

Now, as double sampling is to be implemented, firstly, a large preliminary sample (or first phase
sample) of size m is drawn from the population of size N using simple random sampling without
replacement (SRSWOR) measuring the values of X and Z, respectively according to the population

unit numbers selected viz., x,. and z,., (r' = 1,2,...,m). Based on this first phase sample, we define

x, =iixr,, z, = ! Zmlzr,. (1
m .- r'=1

m .
Next, a smaller sample (or second phase sample) of size # is drawn from the previous first phase
sample of size m using SRSWOR measuring the values of Y, X and Z, respectively according to

the population unit numbers selected viz., y., x., and z, (r = 1,2,...,n). Similarly, we define the

following based on the second phase sample:
_ 1 n _ l n _ l n
yn =_Z:yr’ xn z_zxr’ Zn Z—ZZ’,. (2)
n r=1 n r=1 n r=1
Let M, and M, be the population medians of variables X and Z, respectively. As stated by

Vadlamudi et al. (2017), “the pioneer contributors, to the problem of estimating median, are Kuk and
Mak (1989) by proposing very clear estimators of median in the presence of auxiliary information”.
Therefore, in our approach of implementing the use of the various sample medians in our estimator,
we make use of the same assumptions put forward by Kuk and Mak (1989) for a finite population
which utilizes the asymptotic properties of the sample median and also defines its asymptotic variance
(Gross 1980).
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We further define M and M’ as the sample medians of X and Z, respectively based on the

first phase samples of size m. Similarly, we define Mx and M _ as the sample medians of X and Z

respectively based on the second phase sample of size n.
The estimator proposed by Lamichhane et al. (2017) which makes use of known population mean
and known population median of the single auxiliary variable X is given by

yc:y—‘rlgl()?_f)—i_ﬂz(Mx_Mx)’ (3)
where £, and f, are to be estimated such that the variance of ¥, is minimum.

The minimum variance of this estimator is given as follows

MinVar(y,)=} ar(y)[l‘“f;m ]’ @
2 2
P, ~2PyiPyi, * P

: is the multiple R*> such that 0 < R* <1. Next, Vadlamudi et

2 p—
where R}}Mx = =
Py,

al. (2017) modified the above estimator by introducing it under double sampling and proposed the
following estimator given by

J_}ka[=J7+Igr(fm_)_cn)+ﬂ2(M;_Mx)7 (5)
where S and S, are unknown partial regression coefficients to be determined such that the variance

of the estimator is minimum. The minimum variance of this estimator is given as follows

S2Sp; =SS )
Min.Var(;ka,)=(l—ijsj+(l—ljsj {1— o’ (5 S, =S S, ) } (6)
m

N nom " §282(0.2582 - 82,

where

s :(1/(N—1))i(y,,—?)2, S? =(1/(N—1))ZN:(X,.—})2, S, =(1/(N—1))ZN:(Y,.—?)(X,,—Y),

i=1 i=l1

N _ N —
S =(1/(N=1))X. (%, -V)UI, =0.5), Sy, =(1/(N-1))D (X, - X)UI, —0.5),
i=1 =1
C(Lifx, <M, (LifZ <M,
% |0,otherwise ~ | 0,otherwise.

2. Proposed Estimator

The proposed exponential ratio-type estimator of the population mean Y under double sampling
with two auxiliary variables is defined by

_ _ ' —X, M.-M, z, -z, M. -M,
y/)mpnsed = yn eXp(lgl — Jexp[ﬂz mj CXp(ﬂ3 — — jexp(ﬂ4 M—A], (7)

+X z,tz +M

m n z z

=

=

x n

where S, ,f,,p, and B, are unknown constants to be determined such that the MSE of the estimator

Y proposea 18 Minimum. Since this estimator makes use of the medians of the two auxiliary variables,

then, the same assumption as given by Lamichhane et al. (2017) that the distributions of Y, X and

Z are non-normal and follow a skewed distribution is also adopted here so that their corresponding
means and medians do not coincide.
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Now, in order to show that the proposed estimator is unbiased and also to determine its minimum
variance we define the following error functions:
y,-Y X, -X M, -M |
e =| =1, ¢ =|"*=—|, e,=| ——= |, (Based on 2" phase sample
0 [ % ] | [ be j ) [ M ( p ple)

x

_m _)?' M* _M
e = X = J’ e, =(T} (Based on 1% phase sample)

X

- TRy
o = z J, e, = (;], (Based on 2™ phase sample)

z

Zn—7 M -M
e = Zn ], e =(;J (Based on 1% phase sample)

z

Let us define the following,

1 1 1 1 1 1

A4 _(;_Wj’ 4, _(;_Wj’ A —(;—;j A,=p,CC,, 4. =p.CC,
. -1

A.=p.CC., A, :; Ay :;, . :M’
woTE AT me T Al M YM,

S [£.(M)] Sor Lf.(M)] S [£.(1)]

=z - - A =" > - A == - -
P, YM, Lo XM, LA M. ’
j, SXM: |:-fz :' ﬂ, — SZMA |:f‘c (Mx ):|71
XM, }M H ZM EMX s
4P -1 _ _

lMxMz I: 4MM :||: x):|l|:fZ(MZ):|l’

(®)
where C = Sy/}_’, C. = SX/}, C = SZ/Z Following the footsteps of Kuk and Mak (1989) for

defining a matrix of proportions P,, we consider the following:

y

Z<M, Z>M, Total
X <M, P, (x,z2) P, (x,2) P, (x,z)
X>M, P,(x,z) P, (x,z) P, (x,z)
Total Pl,(x,z) Pz,(x,z) 1

Here, the expectations are given in the following table as follows, noting that the symbols have their
usual meaning,
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Table 1 Table of expectations of the product of the error functions

Error
Functions € 4 ) ) €, &5 € e, €&

€ E(ez) E(ee) E(ee,) E(ee) E(ee) E(ee) Elee) E(ee) E(ee)
=4C =hA, =4, =4, =-Ak, =44 =44, =44, =-44,

4 - E(e) E(ce,) E(ee) E(ee,) E(ee) Elee) E(ee,) Eeg)
A0 =Ak, =AC ==Ady, =hA. TTAh =22, =Ad,

e, - - E(ej) E(ee) E(ee,) E(ee) Elee) E(ee) E(eg)
=44, T ke =Ah, =oAL =44 = AL, =44

2 - - - E(e) E(ee) E(ee,) Elee) E(ee) Eeq)
=AC* = Ak =AA, =Ak =44 =Ak,

e, - - - - E(ef) E(ee) Elee) Elee) E(ee)
=Ah, T A FAAG AL =AAL

e - - E(¢) Elee) E(ee) E(eg)
=40 =Ah, =AC =44,

‘ -~ K@) Hee Blee)
=k, Ak, =44,

e, - - - - E(e)  Eleg)
=2C =y,

. - e
:AIZM:

Lamichhane et al. (2015) referred the work of Sedory and Singh (2013), who have formulated the
following results

. 1 1Y) S,
E((y,-Y)M,-M)]=—| —-

n NJLLM)T
— sun 1 1) Sy ____[11j
E[(X, -X)M,-M )] =—| ——— |—2_ E[(F, -V)X, -X)]=|———|S.. ©
[(x, - XXM, -M,)] [n Nj[fx(Mx)] (¥, —Y)(x, - X)] P A ©)
Further, Sedory and Singh (2013) referred to Gross (1980), who have formulated the following
Var(MX)z(l—Lj;z. (10)
n N)Af.(M)]

The proposed estimator )_/p,,oposed in terms of e, ’S(i =0,1,2,3,4,5, 6,7,8) reduces to the following

form,
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Y vroposed = 17(1+e0)exp[ﬂl (63 —el)(Z—i-e3 +e )_]Jexp[ﬂz (e4 —ez)(2+e4 +e, )_IJ
exp[ﬂ’3 (e, —e5)(2+¢, +es)_]]exp[ﬂ4 (e—e)(2+¢ +e6)_]]

On expanding the terms and neglecting terms of e, 's of order 3 and higher we deduce the
expression of the proposed estimator as follows,

J_/pmposed ~Y+ I760 + ?{ﬂlEl +BE, + BE +BE, + ﬂles + ﬂzzEs + /7732E7 + /7742E8

(11)

(12)
+ﬂlﬂ2E9 +ﬂlﬂ3E10 +ﬂlﬂ4Ell +ﬂ2ﬂ3E12 +ﬂ2ﬂ4E13 +ﬂ3ﬂ4E14}’
2 2 2 2
e e e [ e,e e,e. e e. e e e.e e,e
where £, =2 -5 .4 % %4 p % % 5.5 %% 5%
2 4 4 2 2 2 2 4 4 2 2
2 2 2 2
E = 67 65 67 65 6067 6065 _ 68 66 68 66 6068 6066
=T -=—L 2y S22 -3

2 2 4 4 2 277" 2 2 4

4
golfeid ea) p a6 ea) o lfe
204 4 2 204 4 2 2

1
E, 22(6367 —ee;—ee +ee), E, = 2(6368 —ee e +eeg),

1
E, = 2(6467 —€,65 — €6, T e,6s )7 E, = 2(6468 66 gt 6266)7

1
E, =Z(e7e8 —e,e, —ese, +ese; ).

(13)

Clearly, the proposed estimator is a biased estimator of population mean, however, it will be
unbiased up to the first order of approximation.

3. Approximation to the Bias and Mean Square Error of the Proposed Estimator
3.1. Case-I : Auxiliary variables X and Z are independent of each other
In the case of independence of the auxiliary variables, note that

E(eles) = E(ele6 ) = E(ele7 ) = E(eleg) = E(e3e5 )= E(e3e6) =E(ee,) = E(e3eg) =0,
E(eze5 ) = E(eze6) = E(eze7 ) = E(ezeg) = E(e4e5 ) = E(e4e6) = E(e4e7 ) = E(e4eg) =0.
The expression of the approximated bias of the proposed estimator is given as follows
Bias (J_}pmpased ) = E(.)_/proposed ) - }7

_ (14)
SYIABL A+ Boly+ Bl + B+ B+ B+ BTy + Bl + BBy + BT, |
where
c oA, A oy c A, A, P c
Ilz—x——’ 2:—*—‘,——)’ 3: z -, 4:—'—‘,——2, 15:_.*(’
4 2 4 2 4 2 4 2 8 (15)
A C? A A A
L)Zis 17:_2’ [xzis [9:_ = > 110:_ g
8 8 8 4 4

Neglecting the terms of e, 's of order 3 and higher, the MSE of the proposed estimator is
approximated as follows:
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464
— — —\2
MSE(_)/ proposed) = E (y proposed - Y )
~ ﬂzs}z +/13 {ﬁllll +ﬁ2[12 +ﬂ3[13 +ﬁ4[14 +:612]15 +ﬂ22[1() +:632]17 +ﬂ42[13 +ﬂ1ﬂ2[19 +ﬂ3ﬂ4]20}5
(16)
where
B, B 7is:
n=-—=- I :YZ/L/MX’ Iy =- Z} s Ay :YZA’YM:J Iy =-——,
72 = 72 V2 4X 72 (17
Y, 725 Y2, YA, Y2,
I“:T’ Iy=——F, ly=——, [y=———, I, =— .
47 4 2 2

On differentiating the above MSE w.r.t. 3, 5,,8;, 8, and equating each to zero we obtain their

least squares estimates respectively as follows:
_ 2nyy + ﬂZySXMX [f;( (Mx )]71
bys? SIM,

_ _2Mx (SjSYMX - SxySXMX )

LAY (02587 -85, ) s
_ —2M. (S22SYM: - SyzSZM, )

LMY (02582 -85, )

275, BZSu LM
Poys? S2M,
Substituting the values of these estimates in the expression of the MSE, we obtain the minimum

A

MSE of the proposed estimator given as follows:

. _ 1),
min MSE(ypmposed ) = [Z _ﬁj ¥y
19
oYL L (S =SuSu ) (828 =88, P
o w ) ) T T es s st ) 50255 -8 )|
vy . x XM, vz : z ZM .

3.2. Case-II : Auxiliary variables X and Z are not independent of each other
The expression of the approximated bias of the proposed estimator is given as follows

Bias (ypmpmd ) =E (f proposed ) -Y

z?ﬂz{ﬂl‘]l""ﬁz*]z""ﬂs‘]s+ﬂ4J4+ﬂ12J5+1822J6+:B32J7+ﬂ42‘]8 (20)
+ BBy + BB+ BB+ BBty + BB+ BBt
where
¢ A A c: A, A C?
N TR VAN S S . A R S <
4 2 4 2 4 2 4 2 8
2 Cc? A A A
Jo = ﬁ*)aw: J. = ﬂ’ZMA J. = ﬂ’MAMZ J o= ﬂ’ZM:
n=-"-" 5 Y= > Ji3 T > Jig T :
4 4 4

4
Neglecting the terms of e, 's of order 3 and higher, the MSE of the proposed estimator is

approximated as follows:
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—\2

MSE (y proposed ) = E (f proposed - Y)
~ %S}z + 485+ ot + By + Bud g +ﬁ12‘]19 +ﬂ22J20 +ﬂ32J21 +ﬁ42‘]22
+ﬁlﬂ2‘]23 +ﬂ]ﬂ3‘]24 +ﬁ]ﬁ4‘]25 +ﬂ2ﬁ3‘]26 +ﬂ2ﬁ4‘]27 +ﬁ3ﬂ4‘]28}7

where
YS, — YS, - Y's?
Jis=— }ya J16:Y1YMX’ Jy,=-— zya JISZYA’YM:’ J19:_4}é’
YA Vg2 Y2 YA s
Sy = 4Mja Jy == 2227 Iy = 4Mza J23=—%, J24=7§=
— —2 —2 —
Jo- Y AXM: g Y ﬂZMX B Y ZMYMZ g Y ﬂ,ZM:
25 — 7 s Yoo — T o s Y27 s Yoy — T T o
2 2 2 2

465

(22)

(23)

On differentiating the above MSE w.r.t f,,/5,, 5, ,, and equating each to zero we obtain the

normal equations as follows:

BA+ B4, + BA + BA, = A, (24)
BB, + BB, + BB, + f,B, = By, (25)
BC +B,C, + BC + B,C, =G, (26)
B.D, +B,D,+ p,D, + ,D, =D,, 27
where
2 S., (M) s Sur [ (M.)]" 25,
AIZTX’ AZ_ XMI:Al( ):| 9A3:Ziz 4 = XMZ|:A4( ):I aA(): }7)’,
Sw ,_OS[L00T LS. 25,
S A e A A
(025)[4R, (x.2)-1][ £ (M.)]" S.. S [ (M)] S
4 = M 5 C1 _7a CQ = M 5 C3 7’
o S ()] o B o Sw (025)[4B, (x.2) -] £,(M,)]"
e M Ty v x0T M :
—1 —1
b S OBREATAO] S 0290
MX Z V4
28
Dy=——~ (28)

Using Cramer’s rule to solve the above normal equations, we obtain the least squares estimates

of B,,B,,5;.8,, respectively as follows:

where

(29
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Al AZ A} A4 AO AZ A3 A4 Al AO A3 A4
\_|B B B B| . _|B B B B| _|B B B B
¢ G G C4’ 1 G G G C4, ’ ¢ G G C4,
D, D, D, D, D, D, D, D, D, D, D, D,

Al A2 AO A4 Al A2 A3 AO

A3:Bl B, B, B4’A4:Bl B, B B

G G G G G G G G

D, D, D, D, D, D, D, D,

4. Efficiency Comparison
A theoretical comparison of the proposed estimator with other estimators is done only for the case

of independent auxiliary variables as a comparable expression of the minimum MSE can be obtained.

In the case of dependent auxiliary variables, only an empirical comparative study is carried out as
will be shown in the later section. The proposed estimator is compared with the usual mean estimators
and the most recently developed estimators as follows

4.1. Comparison with sample mean (y):

_ 1 . .
The sample mean is given by y = —z »,.. Under SRSWOR, the variance of the sample mean is
no_

r=1

given by
Var(3)=| ——— |52, 31
ar () (n Nj ; 31
min MSE (3,0 )~ Var (3)

proposed
(1 1 j Si sz (SjSYMX _SxySXMX )2 (SZZSYM _SyzSZM )2
= - {— 4+ —+ + z z
2 2 2 2 2 2 2 2
nom)|S? ST 5202587 -8%,)  SX(0.2557-S%,)

Hence, the proposed estimator V..., is always more efficient than the sample mean.

(32)

4.2. Comparison with the ratio estimator under double-sampling y_, :

— _ X L
The ratio estimator under double-sampling scheme is given by Vra(a) = Vn —. Its MSE is given
X

n

as follows:
MSE (fm,(d) ) = (i —%) Sy + G —ij(sj ~2RS, +R’S]). (33)
Thus,
min MSE (3,00 )~ MSE (3,0))

S: 82 (S8%S,, -S.S..) (S5°S, —-S.S, )
:_(l_ij x; +_}Zz+( ; ™, 2)&) XZMK) +( ; YM, 2}’-— Z;Wz) +R2S§_2RSX‘ <0. (34)
nom)|S; S} 57(0258]-S3,) S2(0.2581-S;, : :

Hence, the proposed estimator V..., is always more efficient than Y ra(ay:
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4.3. Comparison with the regression estimator under double-sampling Vreg(a)’

The regression estimator under double-sampling scheme is given by Y reg(a) = vy, + b()_cm - fn)

whose MSE is given by
v (U D (1 1w e
MSE(3,,,00)) = (Z_Fj s? +(;_ZJ(5}' ~52p2). (35)
Therefore,

min MSE (7, opusea ) = MSE (Pregiar)

1 1\|s, S 2 =S S Y (S8 =SS, )
:‘(“—j R T ) (36)
nom)| S 8 S/0255 -Sy,) S:(0.2587 -5, ) -
Hence, the proposed estimator V..., is always more efficient than Y reg(a)”
4.4. Comparison with Vadlamudi et al. (2017) estimator y,
The unbiased estimator proposed by Vadlamudi et al. (2017) is given by
-)_/kal:.)_/n—‘rﬂl(fm_)_cn)-'_ﬂZ(M:_Mx)’ (37)
whose minimum variance is given by
S (828, —S.Su )
minVar(y,,) = (i—ijsj +(l—lj — ! Gl XZM*) : (38)
m N n o m S. 8.(0.2587 =Sy, )
118, (828, =SS
minMSE(y, )-minVar(y, J=————|{ =+——>2 =" 1<, 39
Hence, the proposed estimator V., is always more efficient than )7,,eg( 4)- Note that
0.258>-52 )>0 and (0.255> -S., )>0. (40)
x XM, z M,

5. Empirical Study (Data Generated by Simulation)

For a simulation study we considered five scenarios. In each scenario, three sets of data of
variables Y, X and Z have been generated using R-software from Poisson distribution for various
values of parameter A until particular values of the different correlation coefficients have been
obtained in each case. Double sampling is employed in each scenario for various values of the sample
sizes m and n. The MSE/Variances of each estimator under consideration have been computed and
comparison is made amongst them for different values of the sample sizes of both the first phase and
the second phase sample.

Scenario-I: = N'=500, =140, p,, =0.7175, p =0.6097, p . =-0.0453
Scenario-II: N =250, A=84, p =0.6857, p, =0.7088, p, =-0.0274
Scenario-III: N =250, 1=284, p, =0.9774, p =0.1843, p =-0.0274
Scenario-IV: N =250, A=24, p, =03187, p, =09223, p, =-0.0724

Scenario-V: N =250, =24, p, =0.8820, o, =0.4942, p _=0.0263.

Therefore, the MSE/variances of the various estimators are given in Table 2 for comparison.
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Table 2 Comparison of the MSE of the proposed estimator with the other estimators under

consideration

P,y =0.7175  MSE(Jproposea)(X &ZInd) = 0.8455 0.6364
P,,=0.6097  MSE(Fpmoposea)(X&Z Dep) = 0.8398 0.6347
p,..=—0.0453 V(Fial) = 1.5712 0.8497
V(Fsrswor) = 2.5766 1.1451
MSE(Frawa)) = 3.4332 3.3801
MSE(Vreg@)) = 1.5718 0.8499

S(c;/ninzos(l); MSE/Variances 137 1= 9% (ms—arf;l;sl,ensizliZ)
Py, =0.6857  MSE(Jproposea)(X &ZInd) = 0.2642 0.1865
P,.=0.7088  MSE(Vproposcd)(X&Z Dep) = 0.2587 0.1826
p..=-0.0274 V(Tial) = 0.3917 0.2771
V(Fsrswor) = 0.5117 0.3623
MSE(Vrai@) = 0.5337 0.3779
MSE(Vreg@) = 0.3928 0.2778

S((:e;\;afg;(l); MSE / Variances (m =137, n=95) (ms—arlrgzl,ensizlelsé)
P, =09774  MSE(Tproposea)(X &ZInd) = 0.2526 0.1783
P,.=0.1843  MSE(¥proposea)(X&Z Dep) = 0.2508 0.1771
P..=—0.0274 V(Fial) = 0.2617 0.1848
V(Fsrswor) = 0.4962 0.3513
MSE (Vraia) = 0.2733 0.1930
MSE (Vreg(a)) = 0.2618 0.1849

Sie;a:cz)sl;; MSE/Variances 137 n— 95 (msflrlnsgl,ensizli)
P, =03187  MSE(Yproposed)(X &ZInd) = 0.0879 0.0621
P,.=0.9223  MSE(Yproposea)(X&Z Dep) = 0.0841 0.0593
P,.=-0.0274 V(Ykal) = 0.1579 0.1118
V(Fsrswor) = 0.1663 0.1177
MSE(Fraua)) = 0.2281 0.1616
MSE (Vreg(a)) = 0.1579 0.1118
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Table 2 (Continued)

Scenario-V i
(N =250) MSE/Variances 137 1= 95) (msflrll;l)sl,ensizli)
P, =0.8820  MSE(Vproposea)(X &ZInd) = 0.0933 0.0659
P,.=0.4942  MSE(Yproposea)(X&Z Dep) = 0.0910 0.0642
p,.=0.0263 V(Fal) = 0.1135 0.0802
V(Fsrswor) = 0.1845 0.1306
MSE(Frawa) = 0.1421 0.1006
MSE (Vieg() = 0.1135 0.0802

5.1. Remarks

From Table 2 we see that the MSE of the proposed estimator (independent and dependent case)
possesses the minimum value amongst the other estimators under consideration based on the generated
data in each scenario. As sample sizes are increased, the efficiency of each estimator also increases,
which is to be expected. It may be pointed out that in each scenario the proposed estimator is always
slightly more efficient (smallest MSE) when the auxiliary variables X and Z are not independent as
compared to the case when they are independent. This may be attributed to the fact that the correlation
between the auxiliary variables X and Z has not been neglected and taken into account for the
computation of the MSE.

Hence, we can conclude that the proposed estimator is always more efficient than the previous
estimator and the other standard estimators under consideration.

6. Conclusions

The motivation behind the present study is to examine whether the inclusion of information on
both mean and median of two auxiliary variables would contribute to the efficiency of the proposed
estimator. The proposed exponential ratio-type estimator y, ., Was found to be more efficient than

the regression estimator which makes use of only one auxiliary variable and the other classical
estimators of mean. The result of the empirical study also confirms these findings. Hence, we conclude
that as more auxiliary information is included in the estimation process, the more precise the estimator
will be for estimating the population mean.

The advantage behind the proposed estimator is that it can be used for estimating the population
mean of a certain study variable if information on not one but two auxiliary variables is available
provided that they have some level of linear dependence and correlation amongst them which is mostly
true in cases of real life data.
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