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Abstract  

The primary goal of this research was to evaluate the forecasted behavior of cheese production 

and total uses in Russia from 1988 to 2020. As a result of a supply-demand imbalance, cheese imports 

from other nations were necessary to close the gap. Before creating the model, the training and testing 

sets were split. For both data series, the linear trend model developed by TBATS and Holt was utilized 

to create the model and estimate the projection. For both sigma and AIC, the best prediction model 

was found in the TBATS model. Because the TBATS model can decompose data series, we found it 

to be the best prediction model over Holt’s model. As a result of its poorer goodness of fit in both 

data series, Holt’s linear trend model was the best model to use. This study has proven itself to be a 

valuable resource for policymakers, stakeholders, and researchers alike. Furthermore, we anticipate 

that the findings of this study will serve as a catalyst for the development of an advanced statistical 

model or machine learning model for cheese production in the future. 

 

Keywords: Box Cox transformation, time series analysis, Holt’s model, TBATS model, prediction. 
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1. Introduction 

Using milk-clotting enzymes and lactic acid bacteria, cheese may be made from raw milk, or it 

can be made by melting a variety of dairy products and non-dairy raw materials in the presence of 

melting salts to create cheese. Cassava, goat, sheep, and buffalo milk are used to make cheese, which 

has a high concentration of protein, calcium, and vitamins. According to the International Dairy 

Federation’s database, there are over 500 different varieties of cheese produced around the world. 

The same cheeses are produced in various countries under different names and using different 

manufacturing procedures (Mishra et al. 2020, Matalas et al. 2001). Russian cheese experts have 

suggested an upgraded categorization system that includes cheeses from other countries as well. The 

origin of modern cheese manufacturing in Russia goes back to 1866, although cheese production was 

a tiny industry before to the Soviet era and it is still so today (Kuzin et al. 2018). 

The formulation of predictions contributes to the stability and predictability of the growth of 

commodities markets in general. Producing companies may benefit from assessing the prospectively 

projected pricing and demand for certain kinds of goods, which allows them to alter the structure of 

their production in a manner that is advantageous to them. Federal agencies rely on forecasts for a 

variety of purposes, including drafting program documents, scheduling economic policy actions, and 

averting crises (Borodin 2020). 

As of now, the production of cheese and cheese products in Russia is on the rise, according to 

the Institute for Agricultural Market Studies (IAMS). 90% of the market's need for soy will be met 

by the more than 600,000 tons produced this year. There has also been a tremendous increase in the 

diversity of Russian cheeses. Private cheese companies produce elite varieties; however, these are 

produced in very small quantities as compared to the entire output (Kuzina and Ostretsov 2016). In 

the product market research approach, forecasting models and methodologies are an integral element 

of the process. The market for agri-food goods is differentiated from other product markets in the 

broader system of product markets by the degree to which it is important. Because food falls within 

the purview of the population’s main necessities, there is a need for daily rationed food intake, which 

is of great relevance. A significant dependency on natural and climatic circumstances is also 

connected with agricultural output, which is shown in the greater volatility of various markets as a 

result of this dependence. 

It is well known that time series models are utilized for predicting and modeling a variety of 

instances, such as COVID-19 infections and fatalities, as well as for conducting other case studies 

based on time series information. Many authors calculated time series modeling and forecasting based 

on commodity production data series (Abotaleb et al. 2021, Abotaleb 2020, Badr et al. 2021, Mishra 

et al. 2021b, Lama et al. 2022, and De Livera et al. 2011). Abotaleb (2020) investigated the ARIMA 

(Autoregressive Integrated Moving Average) and Holts linear trend models for predicting infection, 

fatalities, and recovery cases in three nations: China, Italy, and the United States. They came to the 

conclusion that the Holt’s linear trend model performed better than the ARIMA model in all three 

countries. For online traffic predictions, they employed Holt’s linear trend, Box-Cox transformation, 

ARMA errors, Trend and Seasonal components (BATS), and Trigonometric seasonality, Box-Cox 

transformation, ARMA errors, Trend and Seasonal components (TBATS) models, as described in 

Badr et al. (2021). A number of time series models, including as Holt’s linear trend, the ARIMA and 

Generalized Autoregressive Conditional Heteroskedasticity (GARCH) models, were used to study 

and predict milk pro-duction in  South Asian Association for Regional Cooperation (SAARC) nations 

as well as China (Mishra et al. 2022). According to the ARIMA tech-nique, Ray and Bhattacharyya 

(2020) seek to assess the trend in total pulse production in India using this approach. For the 

estimation of the stochastic trend, the years 1961 to 2019 were used. The performance of numerous 
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goodness of model fit criteria is used to determine which ARIMA model is the most effective at 

capturing the trend of pulse production.  

ARIMA is superior to Holt’s linear model when the mean absolute percentage of mistakes 

disclosed by Holt’s approach is considered. The ARIMA model indicates that India would have the 

largest milk output, followed by Pakistan and China, however the GARCH model is more suited to 

Bangladesh's milk production requirements. Our research employed two time series models to an-

ticipate and model cheese production in the Russian Federation (1000 MT (Million tonne)) and 

overall cheese consumption (1000 MT) in this article. With annual data from 1988 to 2020, we were 

able to predict the total amount of cheese produced and consumed in the Russian Federation from 

2021 to 2030 (1000 MT). It is apparent that both Russian Federation Cheese Production and Total 

Cheese Usage have increased from 1988 to 2021, as shown in the graph (Figures 1 and 2).  

 

 
 

Figure 1 Russian federation cheese production 

 

 
 

Figure 2 Russian federation total cheese used 

 

2. Materials and Methods 

According to the United States Department of Agriculture’s website, https://www.usda.gov, in-

formation on Russian Federation Dairy, cheese total use by year is being collected for this study. To 

forecast the behavior, the TBATS model and Holt’s linear trend model are employed, respectively. 
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2.1. Nature of the data 

It is possible for time series datasets to incorporate a seasonal component. This is a cycle that 

repeats over a period of time, such as monthly or yearly, without interruption. When forecasting, this 

recurring cycle may hide the signal that we desire to model, and in turn, it may deliver a powerful 

signal to our predictive models. 

Seasonal fluctuation may be seen in time series data sets. Seasonal variation, often known as 

seasonality, is a cycle that repeats itself on a regular basis across time. Our data from 1988 to 2020 is 

presented on a yearly basis. By examining the time series of each cheese's production and the cheese 

used This data is characterized by seasonality. 

There are many different sorts of seasonality, such as time of day, daily, weekly, monthly, and 

annual patterns. The determination of whether there is a seasonality component in the time series 

problem is, as a result, susceptible to interpretation. In order to determine whether or not there is an 

element of seasonality in the data, the easiest technique is to plot and evaluate the time series data. 

Figure 3 represents the actual data graph and the decomposition time series data using the 

TBATS model for production and use. The extracted components of a TBATS model show the 

seasonality component in the time series data. Figure 3 depicts the three components (seasonality, 

slope, and level) in a separate representation. The components of the time series data can be combined 

to reconstitute the time series data. It is important to note that the seasonal component changes slowly 

over time, but that season in years that are far apart may have different patterns. The remaining 

component, depicted in the bottom panel, represents the amount of data that is left over after the 

seasonal and trend-cycle components have been removed from the data. 

 

  

  
 

Figure 3 Actual data graph and decomposition using TBATS model 
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Figure 4 is an illustration of the trend is responsible for the steady decline in the autocorrelation 

function (ACF) as the delays rise, whereas seasonality is responsible for the “scalloped” form. 

 

 

 
 

Figure 4 Autocorrelation function plot of cheese production and total uses 

 

2.2. TBATS models (BATS+trigonometric seasonal) 

TBATS is an improvement modification of BATS (Exponential Smoothing Method+Box-Cox 

Transformation+ARMA model for residuals) that allows multiple seasonal incorrect cycles. The 

TBATS model may deal with data that has nonlinearity and then make the variance of the data more 

or less constant. Also, TBATS model may be used to solve the autocorrelation problem using the 

ARMA (Autoregressive moving average) model on residuals. TBATS has the following equation 

(De Livera et al. 2011, 2010). Equation (1) is a Box-Cox transformation, 
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where 1 2, ..., m m  denote that seasonal period, 
tl  and 

tb  denote that the level and trend of components 

of the time series at time ,t  
 i
ts  denote that seasonal component at time ,t td  represents to ARMA(

,p q ) component and 
t  is white noise process. 

The smoothing parameters are given by ,  ,  iY   for 1,2,...i T  and   is the dampening 

parameter, which gives more control over trendextrapolation when the trend component is damped 

(Taylor 2003). For seasonal data the following equations representing trigonometric exponential 

smoothing models, 
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Equations (16) and (17) are seasonal patterns modeled by the Fourier model, 
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the notation  1 1 2 2, , , , , , , ,T TTBATS p q m k m k m k  is used for these trigonometric models. 
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2.3. Holt’s linear trend method 

The exponentially weighted moving average is a smoothing random variability average (Holt 

2004) provided an equation. 

Forecast Equation: 

 .   (  )   tt tm h zy h    (18) 

Level Equation: 

   1 1    1 .t t t tm y m z         (19) 

Trend Equation: 
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where ˆ ( )ty h  is denoted as h-time-step forecast;   tm  represent an estimate of the level of series at 

time ,t  tz  denotes an estimate of the trend (slope) of the series at time ,t    is the smoothing 

parameter for level, 0 1   and * is the smoothing parameter for the trend *0 1   that’s with 

simple exponential smoothing. 

 

2.4. Techniques for measuring the accuracy of forecasts 

Following the selection of a model, the accuracy of the forecasted value based on the selected 

model must be determined in order to determine the dependability of the forecasted value. Among 

the approaches available in the literature are the root mean square error (RMSE), mean absolute error 

(MAE), mean absolute percentage error (MAPE), mean error (ME), and mean percentage error 

(MPE), among others (MPE). Table 1 contains further computations and information on the accuracy-

measuring instruments mentioned previously. 
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Table 1 (Continued) 

Accuracy measuring tool Shortcut Formulation 

Autocorrelation of errors at lag 1 

(ACF1) 

ACF1   
 

2 1
1 1  

2 1
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2.5. Technique for improving the forecast 

TBATS and Holt’s linear trend model were used to improve the forecasting accuracy. The 

average of the forecasts from both models was used. Table 2 shows the average Forecasting cheese 

production and the average Forecasting total usage of cheese production. 

 

Table 2 Average of forecasting by using TBATS and Holt’s linear trend model for Cheese 

production, and total used (1000.MT) In Russian federation 

Year 
PF  

TBATS 

PE  

Holt’s linear 

trend 

Average  PF TBATS 

PE  

Holt’s linear  

trend 

Average 

Forecasting cheese production  Forecasting total use of cheese production  

2021 1059.279 1066.456 1062.868  1386.151 1374.3 1380.226 

2022 1039.284 1097.907 1068.596  1350.512 1400.6 1375.556 

2023 1115.720 1129.350 1122.535  1416.706 1426.8 1421.753 

2024 1192.616 1160.787 1176.702  1515.407 1452.9 1484.154 

2025 1186.474 1192.216 1189.345  1523.367 1479.0 1501.184 

2026 1222.287 1223.639 1222.963  1565.053 1505.1 1535.077 

2027 1244.705 1255.055 1249.880  1595.647 1531.1 1563.374 

2028 1224.710 1286.464 1255.587  1560.009 1557.1 1558.555 

2029 1301.147 1317.867 1309.507  1626.202 1583.0 1604.601 

2030 1378.042 1349.264 1363.653  1724.903 1608.9 1666.902 

Note: PF: Point Forecast 

 

The total framework of the methodology for using TBATS and Holts linear trend for forecasting 

is depicted in Figure 5. 
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.  

Figure 5  Framework of the methodology 

 

3.    Results 

Overall, the cheese production and total utilization of the product performed admirably. Table 

3’s first row contains an example of this. According to the table, cheese output increased from 165 to 

1035 (1000.MT) for the year, with an average and standard deviation of 560 and 291.144, 

respectively. The total number of cheese applications, on the other hand, spans from 246 to 1348 

(1000.MT), with an average and standard deviation of 756 and 395.922, respectively. We also 

discovered a demand-supply imbalance in the Russian cheese market, which we corrected by 

importing cheese (Murtuzalieva et al. 2017). Both data series exhibit positive skewness, followed by 

a range of 0.5 to 0.5, confirming that they have a broadly symmetrical distribution. Both cheese 

production and total cheese consumption have kurtosis values of 1.453 and 1.214, respectively, and 

are based on a platykurtic distribution, indicating that the number of outliers is unlikely to be 

significant. 

 

Table 3 Descriptive statistics of the yearly cheese production and total use (1000.MT)  

in Russian federation from 1988 to 2020 

Cheese (1000.MT) 

in Russian federation 
Minimum Maximum Mean Standard deviation Skewness Kurtosis 

Production 165 1035 560 291.144 0.058 1.453 

Total use 246 1348 756 395.922 0.071 1.214 

 

In order to estimate the behavior of time series data, it is necessary to first divide the data into its 

constituent components (i.e. irregular, trend, and seasonal) before creating the model (Ray et al 2021). 

The TBATS model has a unique feature that allows it to extract distinct components from a data 

series (see Figure 3). It is possible to estimate the smoothing and damping parameters using the 

TBATS model since it divides the data series into three components: level, slope, and seasonal. After 
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extracting the series, it is observed that, the trending component have some stochastic nature, 

confirmed Holt’s model can be used to develop time series model. 

It has been determined that the TBATS model (1, {0,0}, 1, {<6,2>}) is the most appropriate for 

both the production and total uses of cheese data series. It is indicated that the Box-Cox 

transformation is 1, (doing nothing), the order of ARMA error is (0, 0), and the damping parameter 

is 1 (basically doing nothing) (see Table 4). 1.242, 0.182, 0.006, and 0.008 were the smoothing 

parameters measured for the production series, corresponding to ,  ,   
1,  and 

2  for the test 

series. The smoothing parameters, namely ,  ,   
1,  and 

2  for the total usage data series were 

1.242, 0.182, 0.006, and 0.008 for the ,  ,  and gamma-2 smoothing parameters, respectively. The 

smoothing parameter alpha has a value larger than one, which confirms the first learning ability for 

both the series and the first learning ability for the first series. 

 

Table 4 TBATS model fitted the yearly cheese production and total use (1000.MT)  

In Russian federation from 1988 to 2020 

Cheese 

(1000.MT) 

in Russian 

federation 

Model 

*Box-Cox 

transformation 

(Lambda) 

Smoothing parameter Damping 

parameter 

for trend 

Prediction 

    
1  

2    AIC 

production 

*TBATS 

1 1.242 0.182 0.006 0.008 1 74.173 419.607 

Total use 1 1.17 0.144 0.009 0.008 1 99.01 438.67 

Note:*TBATS(1, {0,0}, 1, {<6,2>}) 

 

Table 5 Holt’s linear trend model fitted the yearly cheese production and total use (1000.MT)  

in Russian federation from 1988 to 2020 

Cheese 

(1000.MT) 

in Russian 

federation 

Box-Cox 

transformation 

(Lambda) 

Smoothing parameters Initial states 

Sigma AIC 
    L B 

production 1.008 1 0.138 548.547 2.652 86.455 415.456 

Total use 1.102 1 0 760.289 54.989 191.629 467.988 

 

Holt’s linear trend model was employed for both of the data in Table 5. There are 1.008 and 

1.102 Box-Cox transformations for the production and total use data series in the table (Svetunkov et 

al., 2022). A single alpha value in both series indicates that the initial learning capacity has been 

demonstrated. It's possible that because of its lower sigma and AIC, the TBATS model is a more 

accurate predictor of future events than Holt’s linear model (Tables 4 and 5). When considering the 

lower values of the following parameters: ME (mean absolute error), RMSE (relative mean square 

error), MAE in Table 6. 
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Table 6 TBATS, and Holt’s linear trend model fitted the yearly cheese production,  

and total used (1000.MT) in Russian federation from 1988 to 2020 

Model ME RMSE MAE MPE MAPE MASE ACF1 

Cheese production (1000.MT) in Russian federation 

TBATS 15.19832 74.17318 50.94314 4.645088 11.78647 1.043649 0.0171244 

Holt’s Linear 6.465795 76.99454 50.39175 1.97011 11.14052 1.032353 0.1303266 

Total use (1000.MT) in Russian federation 

TBATS 18.98847 99.01034 64.00107 3.439924 10.97888 0.9822706 0.0203028 

Holt’s Linear 1.20598 92.52411 58.66463 3.402072 10.90201 0.9003684 0.1672764 

 

We forecasted the behavior of each data series using these two models, which we found to be 

accurate (see Tables 7 and 8). The TBATS and Holt’s linear models were used to anticipate cheese 

output and total uses from 2021 to 2030, which were depicted in the tables. At alpha 0.2 and 0.05 

levels of significance, all of the predicted values are inside the confidence interval, which confirms 

the accuracy of the prediction. From 2021 to 2030, the TBATS model predicted cheese production to 

range from 1059.279 to 1378.042 (1000.MT) while the Holt’s linear model predicted cheese 

production to range from 1066.456 to 1349.264 (1000.MT).  

 

Table 7 Forecasting cheese production, and total used (1000.MT) in Russian federation  

by using TBATS model 

 
Forecasting cheese production (1000.MT) in Russia 

by using TBATS model 

Forecasting total use of cheese production 

(1000.MT) in Russia by using TBATS model 

Year PF Lo 80 Hi 80 Lo 95 Hi 95 PF Lo 80 Hi 80 Lo 95 Hi 95 

2021 1059.279 964.2221 1154.336 913.9021 1204.656 1386.151 1259.264 1513.038 1192.0941 1580.207 

2022 1039.284 888.0307 1190.537 807.9622 1270.606 1350.512 1156.131 1544.894 1053.2316 1647.793 

2023 1115.720 924.5853 1306.855 823.4045 1408.036 1416.706 1173.604 1659.807 1044.9140 1788.497 

2024 1192.616 968.5900 1416.642 849.9978 1535.234 1515.407 1231.836 1798.977 1081.7223 1949.091 

2025 1186.474 933.7161 1439.233 799.9139 1573.035 1523.367 1204.374 1842.360 1035.5099 2011.225 

2026 1222.287 944.8878 1499.686 798.0417 1646.532 1565.053 1215.957 1914.148 1031.1574 2098.948 

2027 1244.705 945.1436 1544.267 786.5653 1702.845 1595.647 1219.713 1971.582 1020.7048 2170.590 

2028 1224.710 904.1887 1545.232 734.5149 1714.906 1560.009 1158.747 1961.271 946.3315 2173.686 

2029 1301.147 961.2201 1641.073 781.2738 1821.020 1626.202 1201.533 2050.871 976.7273 2275.677 

2030 1378.042 1019.7602 1736.325 830.0971 1925.988 1724.903 1278.052 2171.754 1041.5035 2408.303 

Note: (PF: Point Forecast); An error term alpha of 0.2 has the lower and higher bounds of predictive interval Lo 

80 and Hi80, respectively, while an error term alpha of 0.05 has the lower and higher bounds of predictive 

interval Hi95.) 
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Table 8 Forecasting Cheese production, and total used (1000.MT) in Russian federation by using 

Holt’s linear trend model 

  
Forecasting cheese production (1000.MT) in Russia by 

using Holt’s linear trend model 

Forecasting total use of cheese production 

(1000.MT) in Russia by using Holt’s linear 

trend model 

Year PF Lo 80 Hi 80 Lo 95 Hi 95 PF Lo 80 Hi 80 Lo 95 Hi 95 

2021 1066.456 961.7646 1171.063 906.3071 1226.408 1374.3 1256.393 1491.181 1193.523 1552.673 

2022 1097.907 939.3438 1256.282 855.3187 1340.053 1400.6 1233.829 1565.274 1144.646 1651.746 

2023 1129.350 922.0793 1336.309 812.2065 1445.757 1426.8 1222.669 1627.901 1113.236 1733.338 

2024 1160.787 906.1661 1414.947 771.1489 1549.335 1452.9 1217.424 1684.554 1090.902 1805.839 

2025 1192.216 890.2760 1493.524 730.1123 1652.818 1479.0 1215.965 1737.362 1074.387 1872.504 

2026 1223.639 873.8037 1572.645 688.1682 1757.13 1505.1 1217.193 1787.422 1062.017 1935.006 

2027 1255.055 856.4361 1652.621 644.8345 1862.748 1531.1 1220.459 1835.385 1052.794 1994.340 

2028 1286.464 838.0002 1733.624 599.8432 1969.935 1557.1 1225.335 1881.678 1046.068 2051.156 

2029 1317.867 818.3981 1815.752 553.0400 2078.839 1583.0 1231.526 1926.599 1041.386 2105.907 

2030 1349.264 797.5744 1899.058 504.3349 2189.544 1608.9 1238.814 1970.362 1038.416 2158.922 

Note: (PF: Point Forecast); Lo 80 and Hi80 are (respectively) the lower and higher bounds of predictive interval 

for an error term alpha = 0.2; Lo 95 and Hi95 are (respectively) the lower and higher bounds of predictive interval 

for an error term alpha = 0.05.) 

 

For the same time period, the TBATS model projected total cheese consumption to be 1386.151 

to 1724.903 (1000.MT) while the Holt’s linear model estimated total cheese consumption to be 

1374.3 to 1608.9 (1000.MT). Because the TBATS model provides excellent forecasting accuracy for 

both series, it may be considered as the superior accuracy model to Holt’s linear model in terms of 

accuracy (Figure 6). The predictor line for both models, as shown in the figure, indicated that the 

forecasting accuracy of the TBATS model is very high and outperforms the forecasting accuracy of 

Holt’s linear model (Mishra et al. 2021a; Devi et al. 2021). 

 

4.    Discussion 

This study’s findings revealed that time series analysis with a typical statistical model can be 

utilized to estimate the forecasting nature of several important commodities based on data 

availability. The goal was to select the best statistical model among the TBATS and Holt’s linear 

models of Russian cheese production and total uses data series. We infer from the data visualizations 

in the results section that a demand-supply gap exists in the Russian cheese market, which might be 

bridged by expanding production. After dissecting the data series using the TBATS model, we 

discovered that the trending component of both series had a stochastic nature, hence we chose Holt’s 

model in addition. Because of its lower sigma and AIC values, the TBATS model may be regarded 

the best prediction model for the series among the TBATS and Holt’s linear models (error prediction). 

On the other hand, Holt’s linear model performed better on the training database with lower goodness 

of fit values (Mishra et al. 2021a). The forecast provided by the TBATS model outperformed the 

Holt’s model. The average anticipated value generated from both models can be used to accurately 

forecast Russian cheese production and consumption (see Table 2). 
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Figure 6 Forecasting graph from TBATS and Holt’s linear model  

of Russian cheese production and total uses 

 

5. Conclusions 

Practically, the study is vital due to the rising consumption of dairy products in general, and 

cheese in particular, as a staple in Russia. Forecasting is the fundamental instrument to anticipate the 

nation’s demands. In this study, we used historical data to anticipate Russia's cheese output from 

1988 to 2021. Because Russia was part of the USSR before that, it is impossible to obtain values of 

cheese production and consumption before that. Based on these data, we created time series models 

for Russian cheese production. The best model is chosen using TBATS and Holt’s linear model. The 

forecast obtained from the TBATS model performed well for both the series. But in terms of error 

accuracy, Holt’s linear model performed batter than TBATS model (Figure 6). The predictor line in 

the graphical figure shows that both models outperformed, as the line stays in between the confidence 

interval; upper and lower limit. This study will help researchers and policy makers as strong evidence 

of future prediction of cheese production in Russia. 
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