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Abstract

It is known that Pearson’s correlation coefficient r is equal to the cosine
of the angle between the vectors # and ¢ describing the centered data. We
use this known jact to show that r describes how ciloser the corresponding unit

vector &, = —— is to the y-unit vector €, = 2 than to its opposite —é,:

1] 19l
namely, r is equal to the (scaled) difference between the squared distances

d*(e,,—¢é,) and d*(&,, €,). In particular, the correlation is positive if &, is closer
to €, and negative if €, is closer to —é,,.

Known geometric interpretation: correlation as the cosine of the angle
between two centered data vectors. It is known that the sample Pearson’s
correlation r is equal to cos(a), where « def Z(Z,y) is the angle between the
centered data vectors 7 & (X;1—-X,...,X,—X)and y*déf (Y1-Y,...,Y,=-Y);
see, e.g., Rodgers and Nicewander [1].

Specifically, in terms of these vectors ¥ and 7, the correlation
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can be described as r = R Since for every two vectors @ and b, the
|-y

scalar (dot) product is equal to @- b = ||| - ||b] - cos(£(@, b)), the vector-based

expression for r leads to the desired formula r = cos(a).

Towards a new interpretation. The angle between the two vectors # and ¥ is

. . o def T
the same as the angle between the corresponding unit vectors &, = W and
X

—

g, ﬁ Thus, for these unit vectors, &, - &, = [|&,]| - [|€,]| - cos(a) = cos(a).
Y
Therefore,
d*(é,, éy) = e — é'y||2 = (€)% + (é;,)2 — 2, -8, =2—2cos(a) =2 —2r
and

A2 (Ey, —€y) = || — (—E)|I> = (€)% + (&) + 26, - €, = 2+ 2cos(a) = 2 + 2r.

So, we conclude that

1 L S
r= 1 (dQ(egC7 —éy) — dQ(ew,ey)).

In other words, the correlation coefficient describes whether the unit centered
data vector €, corresponding to X; is closer to the similar vector €, correspond-
ing to Y; or to the opposite vector —e,,. In particular, the correlation is positive
if €, is closer to €, and negative if €, is closer to —é,,.

Comment. The above formula for r is a particular case of a more general
formula presented in Batyrshin [2].
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