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Abstarct

This paper examines the use of capture-recapture method in estimating the
number of words known by undergraduate students. The frequency of repeated unique
words from paragraph writing is the variable of interest, which can be used to estimate
size of words the students have known in a particular writing topic. We generally
considered three well-known estimators including maximum likelihood, Chao’s and

Zelterman’s estimators. Considered estimators perform well under the study condition.
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1. Introduction

Capture-recapture modelling is a well-known method used to estimate the size
of hidden populations. This model has been widely used to estimate not only population
size in ecological science, but also the fundamental demographic factors affecting the
size of this particular population [1]. The classical capture-recapture model goes back to
the Petersen-and Lincoln-methodology [2], which uses the independent information of
two identifying sources or lists to construct an estimator of population size. In this model,
individuals are captured, marked and then released to mix with the natural population.
The number of individuals caught can be observed along with this capture history. This
provides the observed frequency of identifying individuals. From the capture history, an
estimate of the number of unobserved cases and hence of the population size can be
constructed.

In addition, the identifying system can produce a count of how often each
unique observed unit has been identified. As a result, the capture-recapture model
providing a count of recaptures tends to be widely applied in a variety of fields, such as
to estimate the size of human population particularly in public health science and social
science [3, 4].

In this paper, we examine an application of capture-recapture method in a
linguistics frame work. We look at the use of this method in estimating the size of words
known by students from paragraph writing. This is an alternative method using to
measure skill of students about the size of vocabulary that they have or use in a
particular topic. It should be noted that the size of vocabulary is very important for
English language writing learners since it influences how well they express their ideas
and intended messages when they write. Therefore, this is worth estimating the number
of words known by students. The estimating procedure will be clearly illustrated in the

next section.

2. Research Methodology
2.1 Data and Samples

In this study, we used secondary data from recent work of Chuenchaichon [5]:
The development of paragraph writing for EFL writers through the use of a reading into
writing method. In this study, participants were 54 second year undergraduate English
major students in the four years Humanities program at Naresuan University between the
ages of 20 and 22. They were Thai students who were lower intermediate English
learners enrolled in the paragraph writing course of the academic year 2009. All of them
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had nearly almost the same academic background. As the aim of his research is to
explore the impact that reading can have on written performance, the participating
students were divided into two groups. At the beginning of the study, these two groups
had a paragraph-writing pretest in order to evaluate their writing ability in terms of
grammatical accuracy, grammatical complexity, and coherence and cohesion. Then,
students in each group were selected to ensure that their writing abilities were at the
same level. Thus, there was no significant difference of writing ability across the students
of these two groups. The control group had the traditional way of teaching in a Thai
university context, and the experimental group had a newer approach (i.e. receiving extra
reading and doing activities with the reading). The number of the students in the control
group was 28 and that in the experimental group was 26. After finishing the experimental
period, participants were required to write a paragraph in English (at least 10 sentences)
with the topic “What do you like about life at university?”. Here, 10 pieces of student
paragraph writing from both control and experimental groups were selected with simple
random sampling to be our samples. We can reasonably assume that there are some
words known by students in the content of this writing topic, but did not use in the
paragraph. If we can estimate this number, we then get the total number of words they
have known. This estimating process will be discussed in the next sub-sections 2.2 and
2.3.

2.2 Formulating Problem

From the capture-recapture experiment, the frequency counts of identified
individuals are the variables of interest. The identifying system generally provides a
count Yi > 0 of how many times the individual i" has been captured, fori=1, 2,..., n and
Yi = 0 denotes unobserved cases in the system for i=n+ 1, n+ 2, ..., N. Hence, if we
let po be the capture probability for unobserved individuals, then N(1 — po) is the expected
number of observed cases which can be estimated by sample size n. This leads to the
simple equation to estimate the population size N, N = Npo + N(1- po) = Npo + n.
Therefore, this equation can be solved for estimating N to provide the Horvitz-Thomson
estimator [6] of the form

N. _L 1)
HTE —(1 —po).

However, po is typically unknown and the estimator in (1) would require an

estimator of po. As capture-recapture system provides only count data of observed cases



28 Thailand Statistician, 2014; 12(1): 25-35

(Yi > 0), the zero-truncated Poisson distribution might be a good candidate model for this
probability. Some significant formulas under this condition will be seen in sub-section 2.3.

Similarly, we can identify how many times that each unique word has been

repeated in the paragraph level writing. Let £,,7,,f;,....f,, be the frequencies of unique

m
words written exactly 1,2,3,...,m times in the whole paragraph, and n = Zf/ is the

Jj=1
m
total number of distinct words. Therefore, S = Z/f} denotes the total word count of the
j=1

paragraph. In addition, let fo be the number of words known by writers, but did not use
(hidden words) in the paragraph. Consequently, the total number of words known by

writers (N) can be now definedas N =7, +7 +7, +f; +...+f =17, +n.Note that

the estimated size of words known by writers covers only the content of this writing topic.
This unknown size (N) can be obtained if we can estimate the number of hidden words,
fo. Estimating formulas will be shown in the next subsection.
2.3 Considered Estimators

In order to estimate the size of hidden words, we considered three well-known
estimators which required to assume a Poisson model as the capture probability. Here, fi
the frequencies of unique words written exactly j times in the whole paragraph are the
variables of interest and it might be impossible to determine the largest possible count of
identifications; consequently, Poisson model might be more suitable for this particular
type of data. Considered estimators are not only more appropriate for our study condition

but their formulas are also very simple to understand and to use as follows:

231 Maximum likelihood estimator (A?MLE )

. n
N, o=—""""; 2
MLE N )
1—extp —Ay )
where A is the maximum likelihood estimator of the unknown parameter under the
MLE
. . 1 Z
zero truncated Poisson distribution. As A =j1 —exp A ), y =4 > Jjf is not
MLE MLE j=1 7

the closed form, the Expectation—Maximization(EM) algorithm is applied for required

iterative method. A variance of (2) can be estimated as:
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A A N
U Ny )= HE , see [7]. 3)
AW/
(exg ~—)——»—-1)
Nue ™ Nume
232 Chao’s estimator(/\?cﬁao)
£2
' 1
NChao = n+ ;, (4)
2
4 3 2
and Ngpoo) = l)21:1—+f1—+1f1—, see [8]. )
a0 4 f3 f2 2 f
2 2 2
2.33  Zelterman’s estimator (N, )
Ny =—— ©®)
Zel — 2f2 !
1— eX,lQ —7)

1

A simple variance formula for (6) can be obtained as:

F«’X/?—zfi)
"(/\A/Ze/):m 21f )x o/
(1 —ext-=2) °
f1
ex;()—%)
1 2 , 1 1
where & =1+1 X T)%?'Ff_), see [9,10]. (7)
(1 —exp-22y2

2.4 Testing Hypothesis
In this study, we also would like to compare the average number of words known
by students from both control and experimental groups. Moreover, comparing the

proportion of hidden words based upon the estimated total size of words known is of our
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interest. We compute the estimated number of words known by each student from the

average of three considered estimators N ); /\7M v Nepao @nd N, . Lanumteang and

Bohning [11] showed that the estimated population size /\7) has an approximately normal

distribution. As a result, independent two-sample t-test seems reasonable to be used for
testing the difference in means of the two groups.

3. Results

We found that samples of both groups wrote the paragraph on average of
174.35 (+32.39) words, which yielded the mean of unique word count approximately
93.05 (+15.79) words. An average of repeated written words was 1.88 (+0.19) times, of
which 62.70 (+2.86) appear only once and 12.50 (+0.61) twice. The maximum counts of

uln

repeated written words are 19 and 18 times, which are the word “I” and “you”, respectively.

The frequency count of repeated unique words is shown in Figurel.
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Figure 1. Frequency count of repeated unique words.
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(J+1;

The ratio plot R; = T vs j)was applied to detect population
homogeneity or heterogeneity for approving appropriate uses of considered estimators,
see [12] for review. As can be seen from Figure 2, there is a linear trend of the ratio plot
of identifying words (R;) as the counts of repeated words (j) increases. This is evidence
of the presence of population heterogeneity in repeated times. As Chao’s estimator is
developed under the assumption of heterogeneity in capture probability, it might be more
appropriate for this application. On the other hand, MLE and Zelterman’s estimator are

more suitable under homogeneity Poisson model.
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Figure 2. Ratio plot of repeated unique words.

Table 1 shows summary results of the study. MLE provided the smallest
estimator on average 125.75 (+26.16) words, whereas Zelterman’s estimator gave the
highest value, about 296.85 (+78.62) words. The largest estimated number of words
known by students was 408 (+69.97) words, provided by Chao’s estimator. In contrast,
the lowest estimated number of words known by students was only 87 (+6.80) words,
given by MLE. According to an average estimated number of three considered

estimators, this yielded the mean of approximately 228.07 (£55.94) words. The highest
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and lowest estimated values on average of all estimators was 349 (+158.37) and 156

(+52.20) words, respectively. If we denote the proportion of hidden written words as

N-n

)X 100% , then we have this proportion on average about 58.10% (+6.44%).

Remarkably, the highest proportion of hidden words known by students in this particular
writing topic was 69.03% whereas the lowest was 47.23%.

In comparison, the average estimated number of words known by students in
control and experimental groups is 217.10 (¥57.07) and 238.80 (+55.27) words,
respectively. From the testing hypothesis, we do not have strong evidence to conclude
that the control group in a mean numbers of words known differs from the mean numbers
of words known by treatment group (p > 0.05). Similarly, the proportion of hidden written
words the students have known in this particular writing topic of both groups are also not
different (p > 0.05). The proportion of control and experimental groups on average are
57.99% (£7.73%) and 58.21% (+£5.27%), respectively, see Table 2 and Figure 3.
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Figure 3. Boxplot of estimated number of words known.
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Tablel. Estimated number of words known by students.

33

Unique Estimated number of words known by

Word | Word students Proportion

No. [Count| Count Repeated ~ 0 o — of hidden
(n) Mean | Nye SE) | Noweo SB) | Npo B | p (SE) | words
1 147 76 1.93 98 ( 7.03) | 176 (34.46) |203 ( 56.50)| 159 (31.48) 52.20
2 171 112 1.53 187 (17.94) | 364 (66.41) |395 (101.16)| 315 (64.79) 64.48
3 168 97 1.73 138 (10.90) | 262 (47.50) |287 ( 72.19)| 229 (46.07) 57.64
4 177 81 2.19 97 ( 5.36) | 173(30.86) |197 ( 49.45)| 156 (30.14) 47.97
5 145 80 1.81 109 ( 8.66) | 304 (74.83) |362 (132.51)| 258 (76.52) 69.03
6 191 86 2.22 102 ( 5.30) | 182 (31.84) |212 ( 53.34)| 165 (32.83) 47.98
7 128 67 1.91 87 ( 6.80) | 194 (45.29) (224 ( 75.12)| 168 (41.58) 60.20
8 165 90 1.83 121 ( 8.84) | 301 (38.22) |340 ( 55.96)| 254 (67.45) 64.57
9 173 98 1.77 137 (10.38) | 327 (66.18) |368 (106.53)| 277 (71.16) 64.66
10 | 159 93 1.71 134 (11.09) | 209 (34.85) |228 ( 51.95)| 190 (28.69) 51.14
11 | 256 132 1.94 170 ( 9.21) | 408 (69.97) |470 (115.89)| 349 (91.43) 62.21
12 | 223 106 2.10 129 ( 6.66) | 257 (44.26) |303 ( 75.23)| 230 (52.05) 53.85
13 | 145 73 1.99 93 ( 6.51) | 201 (44.14) |233( 73.47)| 176 (42.35) 58.44
14 | 180 89 2.02 111 ( 6.75) | 186 (30.90) |209 ( 48.56)| 169 (29.59) 47.23
15 | 182 99 1.84 133 ( 9.23) | 286 (54.81) |329 ( 90.06)| 249 (59.48) 60.29
16 | 222 118 1.88 156 ( 9.50) | 311 (50.79) |344 ( 78.24)| 270 (57.95) 56.35
17 | 177 99 1.79 137 (10.08) | 303 (58.78) |341 ( 93.89)| 260 (62.64) 61.97
18 | 146 92 1.59 145 (14.09) | 285 (56.12) |309 ( 85.18)| 246 (51.14) 62.65
19 | 132 79 1.67 117 (11.03) | 195 (36.89) [210 ( 53.91)| 174 (28.83) 54.60
20 | 200 94 213 114 ( 6.14) | 308 (66.50) |373 (119.42)| 265 (77.80) 64.53
Mean | 174.35 | 93.05 1.88 125.75 261.66 296.85 228 .07 58.10
(SE) | (7.24) | (3.53) (0.04) (5.85) (15.35) (17.58) (12.51) (1.44)

Note : No. 1- 10 is control group and No. 11-20 is treatment group.
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Table 2. An average of estimated number of words known by students of each group.

N * N -n)x100/N
Group
Mean SD Mean SD
Control 217.10 57.07 57.99% 7.73%
Treatment 238.80 55.27 58.21% 5.27%
t-Test tar=18 = —0.86, p > 0.05 tar-18 = -0.08, p > 0.05

4. Conclusion & Discussion

To sum up, we studied the use of capture-recapture method in estimating the
number of words known by undergraduate students in the particular writing topic. The
writing task in this study was “What do you like about life at university?”. The
participants were 20 second year undergraduate English major students in the Humanities
program at Naresuan University. Overall, participants wrote the paragraph on average
174.35 (£32.39) words. The mean of distinct word count was 93.05 (+15.29) words and
the average of repeated written words was 1.88 (+0.19) times. Considered methods
yielded the estimated number of words known by students on average 228.07 (+55.94)
words. This led to the proportion of hidden written words the students have known in this
particular writing topic approximately 58.10% (+£6.44%). If we look at the ratio plot, which
shows the heterogeneity of word repeating, Chao’s estimator might be more suitable for
this data. In addition, the majority of written words in our studied paragraph appeared only
once or twice and Chao’s estimator also requires only the count of words repeating once
and twice. This estimator gave the estimated number of words known by participants
ranging between 173 (£30.86) and 408 (+69.97) words. It can be said that these might be
minimum words known by students as Chao’s estimator generally provides the lower
bound. Remarkably, our results (the estimated number of words known by students) cover
only this particular of writing topic. The participants in this study wrote/used only words
that relate to this writing topic. This might explain why the difference between the means
of words known by students from both groups is not statistically significant. As the
paragraph writing gave quite small number of distinct words, we should extend the content
of the writing topic or look at more pieces of writing for each student in further study.
Then, we can more deeply explain the main focused question of this study (the benefit of
our work) about how many words students knew but did not use. In addition, the findings
of this study shed some light on the teaching of English writing. English teachers should

provide students with a wide variety of vocabulary words and encourage their students to
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practice using them in different contexts. By doing this, students would gain more

knowledge about word meanings and word choices. As a result, they can make use of

their word banks to improve their writing skills and become better writers.
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