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Abstract 

 In this paper we present a new inclusion probability proportional size (IPPS) 

sampling scheme which have some desirable properties of IPPS sampling and providing 

an unbiased and non-negative variance estimator under the Horvitz-Thompson model. I 

also consider an empirical study to examine the performance of the proposed sampling 

scheme compared to some standard IPPS sampling schemes. 
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1.  Introduction 

A sample is a selection of units from a well defined population. In survey 

research a sample is a selection of persons or households from the resident population 

in private households. Survey researchers expect that the selected persons or 

households are representative for the population. The goal is to get such a sample which 

is an unbiased and representative for the population. For this purpose, Hansen and 

Hurvitz [1] published their theory of multi-stage samples. In the first stage, primary 

sampling units are selected with probabilities proportional to their size. After that, within 

selected primary units, fixed numbers of secondary units are selected. 
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The concept of unequal probability sampling without replacement was first 

introduced by Madow [2], without any framework. Horvitz & Thompson [3] were the first 

to give theoretical framework of unequal probability sampling without replacement. They 

also proposed their selection scheme and an estimator of population total. In 1950, 

Midzuno [4] proposed a system of sampling. It was very simple for computational point of 

view but it has some restrictions. Narian [5] introduced a sampling scheme which has no 

restriction; although at the same time leads to a more efficient estimate of population 

value. Brewer & Undy [6] have considered this method of sampling in detail for the case 

n=2 and have given a faster iterative method of solution. Midzuno [7], Durbin [8], Stevens 

[9], Rao et al. [10], Cochran [11], Brewer [12], Rao [13], Connor [14], Fellegi [15], Hartley 

[16], Hanurav [17], Durbin [18], Sampford [19], Singh [20], Deshpande & Aigaonkar [21] 

and Chao [22] had proposed some new methods of selecting units with varying 

probabilities and without replacement. 

Brewer & Hanif [23], Chaudhuri & Vos [24], Sahoo et al. [25], Sahoo et al. [26], 

Senapati et al. [27], Sahoo et al. [28], Sahoo et al. [29], Sahoo et al. [30] had made 

elaborate discussion on a number of IPPS schemes. A majority of these methods are 

restricted to sample size 2 only, because the calculation of second order inclusion 

probability (πij) is very cumbersome when the sample size is greater than 2. An IPPS 

sampling scheme must satisfy the following properties viz.,  
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The main objective of this paper is to propose an IPPS sampling scheme for n = 

2, which have desirable properties of IPPS scheme, easy in calculation and also perform 

better when compared to popular probability sampling schemes for a number of natural 

populations with different characteristics. 
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2.  The Proposed Sampling Schemes: 

 Let us consider 
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/ as the initial probability of selection of ith unit and 

ix ’s are known and positive for all i. Then, corresponding to the set of initial probabilities 

p1, p2, p3, ... , pN for the N population units, suppose the set of revised probabilities are 

P1, P2, P3, ...., PN, where Pi is defined as: 
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The suggested sampling scheme consist the following steps: 

Step (i):      Draw the first unit with the revised probability Pi and without replacement. 

Step (ii):  Draw the second unit from the remaining (N-1) units with conditional 

probability: 
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By definition, the probability of inclusion for the ith unit in the sample for this 

selection scheme is given as: 
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The joint probability of inclusion for the ith and jth units in the sample for this 

selection scheme is given as: 
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3.  Desirable Properties of the Proposed Scheme 

In this section we have verified some of the results for the quantities πi and πij 

obtained under the proposed selection scheme. These results are very important for 

validity and application of a selection scheme. 
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Thus an unbiased and positive estimator of the variance of the Horvitz-

Thompson (HT) estimator can always be obtained under the suggested sampling 

scheme. 

 

4.  Empirical Evaluation 

 In this section, we consider some numerical examples to demonstrate the utility 

of the proposed sampling scheme and compare it with the existing sampling schemes. 

We considered the efficiency of the proposed sampling scheme, I (say), compared to 

some various IPPS sampling schemes. For this purpose, we have a numerical study with 

the help of 10 natural populations (given in Table 1) by considering eight other IPPS 

sampling schemes viz., schemes due to Durbin [8], Brewer [12], Singh [20], Deshpande 

& Ajgaonkar [21], Chao [22], Sahoo et al. [25], Sahoo et al. [28] and Sahoo et al. [30] 

denoted by A, B, C, D, E, F, G and H respectively. Relative efficiency of the HT estimator 

under the nine competing IPPS sampling schemes, compared to the 

estimator 



si

iipps pynY )/()/1(ˆ under probability proportional to size with replacement 

(PPSWR) sampling scheme, are presented in Table 2. Our mathematical calculations 

are based on all possible samples of size 2 drawn from a population. Examination of the 

results shown in Table 2 indicates that the proposed scheme is the best performer for 7 

populations. On the other hand, schemes A, F, and H are the best performer for 

population 2, 5, and 6. Other IPPS sampling schemes under comparison appear to be 

inferior to G, H and I. On the whole, our proposed scheme turns out to be most efficient. 

 



138  Thailand Statistician, 2013; 11(2):  133-141      

5.  Conclusion 

On the basis of our analytical and empirical study, we found that the proposed 

sampling scheme has satisfied all the properties of IPPS sampling and the efficiency of 

the suggested scheme, compared to other leading sampling schemes is high and the 

performance of the proposed sampling scheme is much satisfactory. The calculation of 

proposed sampling scheme is very easy. The computation of revised probabilities for 

some standard schemes is very laborious but with the help of proposed sampling 

scheme we can get it easily. The comparison of efficiencies gives an indication that the 

proposed IPPS scheme compares well with other popularized IPPS schemes under 

consideration. 

 

Table 1. Description of populations. 

Pop. Source N y x 

1 Singh and Chaudhary, 

[34], (p.155) 

17 No. of milch 

animals in survey 

No. of milch animals in 

census 

2 Cochran, [11], (p.34) 17 Food cost Family size 

3 Murthy, [35], (p.399) 17 Area under wheat 

in 1964 

Cultivated area in 1961  

4 Ashok and Sukhatme, 

[36], (1-17) 

17 Acreage under 

oats in 1957 

Recorded acreage of 

crops and grass for 

1947 

5 Mukhopadhyay, [37], 

(p.110) 

10 Output No. of workers  

6 Cochran, [11], (p.203) 10 Actual weight of 

peaches 

Estimated weight of 

peaches 

7 Cochran, [11], (p.325) 10 No. of persons No. of rooms 

8 Sukhatme and Sukhatme, 

[38], (p.166, 1-10) 

10 No. of banana 

bunches 

No. of banana pits 

9 Sukhatme and Sukhatme, 

[38], (p.166, 11-20) 

10 No. of banana 

bunches 

No. of banana pits 

10 Singh and Chaudhary, 

[34], (p.107) 

12 Catch of fish in a 

day 

No. of boats landing a 

day 
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Table 2. Relative efficiency of different IPPS schemes compared to PPSWR scheme    

(in %). 

Pop. 

Sampling Scheme 

A B C D E F G H I 

(Proposed) 

1 105.85 106.73 106.73 106.34 105.99 106.74 106.87 106.74 107.47 

2 113.96 108.00 107.56 108.33 111.67 112.22 113.74 112.31 108.78 

3 108.21 107.87 108.00 107.90 107.99 108.32 108.12 108.22 113.56 

4 109.00 108.02 108.04 108.01 108.66 108.99 109.00 109.21 109.92 

5 116.81 109.87 105.11 108.77 117.00 121.47 118.36 119.48 111.90 

6 109.01 112.11 112.09 112.12 112.38 112.94 112.92 113.00 108.82 

7 111.47 111.66 111.67 111.56 111.81 113.66 112.65 113.79 113.93 

8 113.67 113.74 113.76 113.72 113.83 113.85 113.81 113.91 113.97 

9 112.45 112.30 112.38 112.31 112.22 112.72 112.86 112.78 113.90 

10 108.36 110.92 110.45 111.00 109.32 110.95 110.88 111.35 111.90 
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