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Abstract

In this paper, we study the information properties of generalized beta of the
second kind (GBZ) distribution. We derived discrimination information function
between two GB2 distributions with different parameters and between the GB2 and
its subfamilies, including the generalized gamma (GG), Beta of the second kind,
Singh-Maddala, Dagum, Fisk, Lomax and Inverse Lomax distributions. For large values
of (, we have shown through using Stirling's formula the discrimination information
function between GB2 and GG, as a special case, where GG, is a generalized

gamma distribution with specified parameters. So, our results are the extended version
of what was obtained by Dadpay, et al. [1]. Our achievement for a big class of

distributions such as the one mentioned above is held. Finally, we discussed the

minimum discrimination information model for GB2 family.
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1. Introduction

The generalized beta of the second kind (GBZ) is particularly a useful family
of distributions. This distribution has been widely utilized in many branches of science,
especially in economics. The GB2 family is flexible in that it includes several well-known
models as subfamilies. the GB2 family, which encompasses Singh-Maddala, Beta
distribution of second kind, Dagum, Fisk, Lomax, Inverse Lomax and generalized
gamma distribution as a limiting distribution, has been used in economics. Also,
members of this family and their inverse distributions have significant potential for
improving the distributional fit in many applications involving thin or heavy-tailed
distributions. Members of the GB2 family can be generated as mixtures of well-known
distributions and provide a model for heterogeneity in claims distributions. Some authors
studied properties of GB2 and its subfamilies, for example, McDonald [2], McDonald and
Xu [3], Cummins, et al. [4], Kleiber [5], Soofi, et al. [6], Nadarajah and Kotz [7] and so on.
Also, Dadpay, et al. [1] studied information properties of the GG distribution which is a

special case of GB2.

In this paper, we studied information properties of the generalized beta of
second kind (GBZ) distribution and derive discrimination information function between
GB2 and its subfamilies. In special cases, we computed discrimination information
function between GB2 and generalized gamma distribution with specified parameters

(GGO) and it was concluded that for large values of (], the result is equal to
discrimination information function between GG and GGO, by using Stirling's formula.

Also, minimum discrimination information model in GB2 family is discussed.

2. Preliminaries
In this section, we studied generalized beta of the second kind distribution and

its subfamilies. Then, we interpreted their relationships. Additionally, we studied some
properties of GB2 family needed in the next section.

2.1 Generalized Beta distribution of the second kind (GB2)

A random variable X is said to be a standard beta distribution with parameter

o and S ifits probability density function is:
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Xa—l LX) p-1
f(x)=————"—  0<x<1,a>0, B>0, 1)
B(a, p)

where
B(a, ) = [2x“ - %) dx,

denotes the beta function.
Many generalizations of standard beta distributions have been proposed in by

many scholars, some of which were mentioned in introduction. The generalized beta

distribution of the second kind (GBZ) is one of them that has an important role in
income and loss distributions. The probability density function of the generalized beta
distribution of the second kind GB2(a, b, p,q) is:
ayapfl
y p+q "’
ba"B(p,q){u(b)a}

where Db is scale and a, P, ( are shape parameters and all parameters are positive.

f(yla,b,p,q)= y >0, )

The cumulative distribution function of GB2a,b, p,q) can also be expressed as
follows:

(%)a (%)a
F(y) = LFIpl-q; p+L ———], y>0, (3)
pB(p. )L+ ()%]" 1+ (%)?
b b
where

o2 @nb)n x"
,F(a,b; c; x) _néo—(c)n -

, |x| <1,
it shows the Gauss's hypergeometric function (see Nadarajah and Kotz [7]).

The GB2 family contains a large number of income and loss distributions. For
example, by putting (p=21), (a=1),(g=1,(p=9g=21, (a=p=1)and
(a=q=1) in GB2(a,b,p,q) form, we obtain Singh-Maddala (SM)!, Beta

distribution of second kind (B2), Dagum (D)?, Fisk®, Lomax (L) and Inverse Lomax (IL)

1 - Singh — Madala is called Burr (XII) also.
2 - Dagum is called Burr (llI) also.
3 - Fisk is called Log Logistic also.
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distributions respectively as special cases of GB2(a,b, p,q). The
1
generalized gamma distribution (GG) is obtained from GB2, when b = ﬂqa and

letting ( —> 0. Its density is

7(1)&\
ayap*le p
BFT(p)

The exponential (EXP), gamma (GA), weibull (W), and generalized normal (GN)

f(yla B, p)= y>0. 4)

distributions that are special cases of GG can be derived from GB2 . as well.

Links of GB2(a, b, p, q) with other distributions are shown in figure 1.

q=1

SM(a,b,q) ——————— Fisk(a, b)
(BR12) (Log Logistic)
p= a=1

D(a,b, p) L(b,q)

(BR3)

GB2(a,b, p,q) a=1

B2(b, p.q) IL(b, p)

a=1_+GA(S,p)
SO fpy a3

— GN(4p)

p=1

EXP(f)

W(a, £)
Figure 1. GB2 distribution tree.

Some properties of the GB2 distribution have been studied by Kleiber [5].

We concentrate on three important properties used in this paper.

v ~eB2@ b, pg) r>0 (5)
r
1 1

Y ~ GB2(a,b, p,q) = TGBZ(""‘E“”“) (6)

. K K

) b "I'(p+ g)-r(q - g)
E(Y = , = k . 7
) I(p)I(@) peted @
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3. Main Results

Our aim in this section is to further investigate the information properties of

GB2 family. Therefore, we consider a class of distribution functions namely Qe1 then
we show that the maximum entropy model in this class is GBZ(a, b, p, q). We derive

Shannon entropy of GB2 and its subfamilies; also, we discuss entropy ordering in

GB2 distribution. At last, we derive discrimination information function between GB2

and its subfamilies. In special cases, we compute discrimination information function

between GB2 and GG, by using Stirling's formula and we illustrate that for large
values of (], the result is equal to discrimination information function between GG and

GG.. so, our result is an extended version of what is obtained by Dadpay, et al. [1].
Our finding is correct for a big class of distributions such as those mentioned above.

Finally, we discuss minimum discrimination information model in GB2 family.

3.1 Information Properties of GB2 Family

To study the information properties of GB2 family, we consider the class of

distribution functions

0y ={F(y10): E([T;(")[0]1=6;, =01 2] ®)

where 6 =(0.,0,,0,),suchthat 8, =T_(y) =1 are the normalizing of the density.

v(p)—y(a)
T,(y)=Iny = 6, =u(ab,p,q)=Egg,(InY)= Inb+—a )]
dInl'(x) . ) )
where w(X) = BV is the digamma function.
X

and

3 Y.a 3 3 Y.oa,
Tz(y)—lﬂ[1+(g) ] 392—7(P,Q)—E(;Bz[|ﬂ(1+(g) I=w(p+q)-w(q).

(10)

The entropy of a random variable X with distribution F in Qg is given by

H(f)=-"f(ylab p,a)Inf(y|ab,p,a)dy. (11)
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Via maximum entropy theorem (an easy proof of it can be found in Kagan, et al.

[8]) we obtain that the maximum entropy model is F*=GB2" = GB2(a,b, p,q) when

the constraints are as in (8), and its entropy is:

% b -
H(GB2") = max[H ()] = In B(p,q)+In;+(1—ap){@}+(p+q)w(p+q>—(p+q)w(q).

12)
(More details in appendix, A).
® For specific values of the parameters, (12) implies entropy expressions for Singh-
Maddala, beta distribution of second kind, Dagum, log logistic, Lomax and
Inverse Lomax distribution when

(p=1), (@=1), (=1, (p=09=1), (a=p=Dand (a=q=1),
respectively.
1
° By setting b:ﬂqa and g — o0, we obtained maximum entropy for

GB2(a,b, p,q) thatis equal to entropy of GG (@, 5, P) with the following

form:

H(GG) =Ing+InT(p) + p—Ina+(1—p)y/(p), (13)
a

which is achieved by Nadarajah and Zografos [9]. (More details in appendix, B).

Entropy ordering of GG was studied in Dadpay, et al. [1], also entropy
ordering of distributions within many parametric families were studied in Ebrahimi, et al.

[10], in view of this method, the entropy ordering of GB2 is achieved. It is clear that the

entropy of GB2 family is ordered by scale parameter b. For the entropy orderings in

terms of the shape parameters, we have

oH(GB2)

>0 a>w(p)-w(a),
oa

H(GB2) can be increasing in a, if (&, P,q) € D where
D={(a, p,a):a>w(p)-w()}
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oH (GB2)
_— >

. 0 = H(GB2) canincrease in p, if (&, p,q) € S where
p

aqy p (p+a)+v,(p)
ay,(p)-ay,(p+a)

S={(apa:p<

where (o) mean derivation of i/ with respectto p.

. O0H(GB2) . . .
Finally, 6— >0 = H(GB2) canincreasein q, if (&, p,q) € T where
q
¥q(d)—apyq(p+0)
T={@pa):g>— :

ayq(p+0q)—ay,(q)
where /, (°) mean derivation of y with respectto .

3.2 Discrimination Information Properties
Information, in a technical sense, in many seemingly diverse statistical
problems is quantified in a unified manner by using suitably chosen discrimination

information (Kullback-Liebler) function,

f
K(F:F) =1 (y)log- )

dy, (14)

where Fo refers to as the reference distribution (Soofi [11]). It is well-known that
K(F : F,) >0, its equality holds if and only if f (y) = f_(y) forall y in the support
of the distributions.

Let F, =GB2, =GB2(a,,b,, p,,q,)be a given GB2 distribution. After some
mathematical computations, it can be concluded that the discrimination information

functions between F = GB2(a,b, p,q) and F,is given by:
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B(p,
K(GB2:6B2.) = —In— P D1y (prf‘
B(P..q.)  ¢,""

+(@a P = PPy, Py, P,A) = (P +A)y(P, Q) +

1 o " n+1 n+1 1
2F(p+ ,p+a;p+ +1-

+ ) Pa Pa ?p
Pa
® (-1 n+1 n+1 1
+(pbq¢a ngoinzFl(qJr L P+ g+ +1 - (pa) 15)
S (+D@r—) v Pa

)

Pa

Pa

1 ®  —p-q ) 1 p, +4,
n y
Papp 2 N=0 @+m2e," | B(p.0)

a b.,
where 9, =, @, = ()"

(More details in appendix, C).
Although K(GB2: GB2,)is a complicated function of the parameters, (15) is

a general representation of the discrimination information function between the GB2

and its subfamilies, between distributions within each subfamily, and between
distributions of different subfamilies.

Let, we putin (15), (p, =1), (p, =&, =1), (p, =q, =1), (a, =1), (9, =1) and
(a, =q, =1), then, K[GB2(a,b, p,q): SM(a.,b.,q.)],

K[GB2(a,b, p,q) : L(b.,q.)]. K[GB2(a,b, p,q) : Fisk(a,,b,)].
K[GB2(a,b, p,q) : B2(b,, p..q.)].

K[GB2(a,b, p,q) : D(a.,b,, p.)] and K[GB2(a,b, p,q) : IL(b,, p.)]

show the discrimination information between the two types of distributions, respectively.

In special cases, the discrimination information between GBZ(a, b, p, q) and
GB2(a,,b,,p,,q,) where a=a,b=Dband p#p,q#0, is given by:

B(p..q.)
K(GB2,GB2,) = lnﬁﬂa(p— p.)u(@,.b,, p,aq)+[(p-p.)+(@-a.)lr(p,q)

(16)
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Let F =GG,(a,,f.,p.) be a given GG distribution, we derive

discrimination information function between F = GB2(a,b, p,q) and F, as follows:

a, d,
I'(p+—)I(@-

)
a B(p, b
K(G82,66,) = I~ 12D oinbrap. ng + (22 a
a, I'(p.) B. I'(p).I'(q)
+(ap—a,p,)u(ab, p,a)-(p+a)y(ab)
7
® For large values of (, the gamma function and digamma function are
1
r(x)ze *x 2 Jz,
1
v(xX)zInx—-—,
2X
it is approximated by Stirling's formula.
Then, we have:
a
a r'(p) a e+ ;)
lim K(GB2:GG,)=In—-1In Py _ p+(pf&)yx(p)7ao P, In£+(£)a“ _—
1 a, (p.) a B. r'(p)
b=/
q—>+0
= K(GG :GG,).

Now, K(GG :GG,) what has been achieved by Dadpay, et al. [1] can be a
special case of K(GB2:GG,). If we put in (17), (a, =2), (p, =1, (a, = p, =1)
and (a,=2,p,=2p), ten @17 is K[GB2(ab,p,q):G(p.,L)]
K[GB2(a,b, p.0):W(a,,5)].  KIGB2(a,b,p,q):EXP(8)]  and
K[GB2(a,b, p,q) : GN(p., 5.)] respectively. These resuits lead to Dadpay et al.

1
[, if b= g2 andq — +o.

Kullback [12] developed the theoretical grounds for various applications of the

minimum discrimination information (MDI) statistics. The MDI model, relative to a
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reference distribution F_, was obtained by minimizing K(F : F,) subject to the

constraint with the form E ([T, (X)]=8;, j=0,1, 2. The MDI theorem of Kullback

[12] states the MDI model F *, if it exists, then it has the following form

(10 =n L)Y (O, a8)
where 77, =17,(0) is the normalizing factor, 77, =177,(0), 17, =1,(6) are Lagrange
multipliers for the moment constraints E[IN X]=6, and E[In{1+ (%)a}] =40,,

respectively. From (18), we note the MDI distributions in reference to the GG and all
its subfamilies contain: exponential, gamma, Weibull, generalized normal ... which are
not members of the GB2 family. The following MDI properties of GB2 distribution are
obtained from (18).

e The MDI distribution in Qg relative to the reference distribution
F =GB2, =GB2(a,,b,,p.,q.), a, =a, b, =b, p, #pand q, #(
is F* =GB2"(a,,b,, p,q), and MDI function is given by

K(GB2" :GB2.)= min K(F:GB2.)=K(B2:B2)
F EQH

B(p..q,) b
n——+a (p-p,)u@—,p,q)+[(p—-p,)+(@-a,)lr(p,q)
B(p,q) b,

® The MDI distribution in Qg relative to the reference distribution
F =SM(a,,b,,q.), a, =a, b,=b, g #qis
F*=GB2"(a,,b,, p,q)andthe MDI function

K(GB2:SM_) = min K(F:SM.)
FEQH

==Ing, =InB(p,q) + (p Iy (p +a) —w(PI+ (@ -a.)w(p+a) -y (9]

® The MDI distribution in Qg relative to the reference distribution

F =D(a.,b,,p.), a=a, b =b, p,#pis F"=GB2"(a b, p,q)
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and the MDI function K(GB2" : D,) = Lngn K(F :D)

B(p..D)
B(p,q)

=1In +(p—pIw(p+a)—w(pP]+(@-Dly(p+aq)+y()

e The MDI distribution in €2, relative to the reference distribution

F =Fisk(a,,b,), a=a, b,=b is F*=GB2(a_,b,, p,q) and the

MDI function K(GB2™ : Fisk.) = min K(F : Fisk)
FeQ

=-InB(p,q) +(p-Dlw(p+0a) —w(p)] +(d-Dlw(p +a) —w(@)]

3.3 Data Transformation

107

LetY ~GB2(a,b, p,q). from (5) we have Y° ~ GBZ(E,bS, p,q)
S

(because GB2 family is closed under power transformation). Thus, the effect of power

transformation by K(Y Y S), can be estimated, this effect may be interpreted as the

loss of information due to transformation.

In this case, considering similar arguments that were introduced in (1
a

—-a
@, =Sand @, =bs .
We derive

a

B , _ ——a
K(Y :Y®) :—Inﬁﬂnsbap“ D (ps—p)u(s,bS L pa)—(p+a)y(pa)+

p® -n" 1 1 _
parts-1) S ¥2Fl(p+n;’p+q;p+n;+l;_ba(s 1))
S S

n=0
(n+D(p+—)
S

_g ® -" n+1 n+1 _
+p2al S’néo#mzﬁ(m?,mq:m S +3-62¢7Y)  (19)
(n+1)(q+ )
S
-1
_baq(s—1)§ 7p7q)ban(s ) po+q0‘
isos T T @en)? [ B(p.0)

5),
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Particularly, we derive K(Y :Y a) by putting S = a in (19), that is discrepancy between

GB2(a,b, p,q) and B2(b?, p,q).

4. Conclusions

In this paper, we derived discrimination information function between GB2
distribution and its subfamily. In special cases, we computed discrimination information
function between GB2 and GG family (GG distribution and its subfamily) and

established that for large values of ( the results are equal to discrimination information
function between GG and GGO. So, our achievements are the extended version of

the some results in Dadpay, et al. [1]. Also, we discussed minimum discrimination

information model in GB2 family.

Appendix
A)

ay-1

if Yo GB2>f(y,a,bpq) =——2—a—, >0
. f».abpq)=— e y
then
ayap—l ayap—l
H(f) = —f NG In NG dy
bB(p,)(1+(3) P+ bB@,q)(1 + (}) )7+
let -

A= b*B(p,q)

ap—-1 ap-1
Y o7g (nAdy + J- A 4

(+()) (@)

_fAWln(l+(g) ) dy

H(f) =~ f Iny®='dy

where

ILlnAdy = InA = —Ilna — aplnb — InB(p, q)
y\& pt+q ’

(1+())

and

yap—l

(@)

yap—l
14, —
fA Wlny‘w dy = A(ap — 1)[ Inydy

1+(E
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[ ap-1 ap
we know that : f0+ v dy = 2R
(1+6)) ‘
ray - g (oL _ a b THPIB(prg-T) _
on the other hand: E{Y"*} = Af o0 )p+q dy = — :
b

b B(p+7,q-1)
B(p,q)

[T
" ()Y

B _ _ pary _
ab¥ IbB(p +7,q — 1) + baT I'(p+7r)(g—1)—b¥T(q—r)T(p+1)

= T +q)
B(p,q)
_ d _ alnb+T(p)T(g)-T(g)r (p)
Whenr=0 = ;Er {yra} = ST
400 ap—ll _
Af y nyp+q dy = [lnb+¢(r)) lb(q)]
© (- 6))
(1+(
ap-1
= f A%lw‘”"l =(p-1 {lnb + M}
(1+ ()

a\Ptq
with similar process: fA( ( ) )pw In (1 + ( ) ) dy=0p+ Uk +q9) — v(@}

= H(f) = aplnb — Ina + nB(p,q) — (ap — 1) 2 w(z) — ()

+ @+ Wk +q - v(g)}

V() —W(q)
a

=nB(p,q) — lna + Inb + (1 — ap) +@+ V@ +q - @+ u(.

B)
Note: I'(a +1) = e~ /2 & T(a+1)=2al(a)=>T(a) = et 2
(Stirling's formula)

3
> Inl'(a) = —a+ (a - E) Ina + InV2rm

Y(a) = ;—ylnl“(a) = y(a) = Ina — %
let b=pqs & q— +oo

then H(f) = —lna+nf + (5 —p) ¥(®) + (@) +p.
C)

if Y GB2(a,b,p,q) = fr(y) =

yap—1

—_—— >0
sea( D))
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a

— 4o
" bB(p,q)

b 0%9P9B(po,q0)

f(y)
f()

let: A A,

K(GB2,GB2,) = f FO)in

ap-1
yp

A—"—55q
)
"

(y)a)ZH'Q 4 yaopo—l

dy

AV N AN 2T
(1+()")
_ B +0o0 yap 1 B +0o0 yap 1 aypo—
=—H(f) , A—(1 N (%)a)mq InAydy fo A—(1 . (%)a)pﬂl Iny®Po~1dy
+oo yar-1 y\% Potdo
+ A—————In(1+(— d
J:) (1_'_(%)“)” a n( (bo) ) Y
—H(f) = —nB(p,q) + Ina — Inb — (1 — ap) {ww -+l +q9 - v}

and

+co ap—1
f A#lnAody = —Indy = —Inay + agpolnby + InB(py, qo)
0

3
and
e yort aepet g { w(p)—w(q)}
A——— Iny%oPo~ldy = (1 — agpo) | Inb + —————1
SN A
then
+00 yap—l y \% Potdo
JO Awln<1+<b—o> ) dy
={%,ZW% i o+ 2t 2 4 p+ St 2,y
+ ) y )I i [0+ 220+ 2, (4 g+ Dns 2
+1,—(b—°)a]
— aa(20yaq I1-(+q) bo. 4n 1 Po + Qo
oG r1—(p+q)—n]r(n+1)(b) (aq +an?| B, @)’
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