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Abstract 

              The purpose of this work is to determine the expected value of the mean square 

error ( EMS ) and the expected value of the treatment mean square ( trtMS ) for the 

random effects one-way ANOVA model assuming a finite population.  

For the case of balanced data (equal sample sizes), both the expected value of 

the mean square error and the expected value of the treatment mean square for the 

finite population are the same as that for the infinite population. 

             For the case of unbalanced data, the expected value of EMS for the finite 

population is equal to that for the infinite population which is also the same as the 

expected value for the balanced case. On the other hand, the expected value of trtMS  

for the finite population is different from that for the infinite population because of the 

different multiplier values of the population variance ( 2
τσ ).    
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1. Introduction 
 

Analysis of variance (ANOVA) is probably the most frequently applied of all 

statistical analyses. ANOVA is extensively applied in many fields of research, such as 

anthropology, biology, commerce, economics, education, industry, medicine, political 

science, psychology, sociology, and etc. One reason for the popularity of ANOVA is its 

suitability for many different types of study design. ANOVA places no restriction on the 

number of groups or conditions that may be compared. Another reason of the frequency 

of ANOVA applications is that it is suitable for most effect comparisons by testing for 

differences between means [1].  

One of the most basic designed experiments is the one-factor Completely 

Randomized Design (CRD). Data from the CRD is typically analyzed using a one-way 

ANOVA model associated with either a fixed effects model or a random effects model 

[2]. In this study, we especially consider the random effects model having a finite 

population of an effect in the model having been sampled at random without 

replacement. 

             Finite populations for variance components models have been considered in 

various cases; for example, Bennett and Franklin [3] discussed finite nested populations, 

but only for balanced data, Cornfield and Tukey  [4]  and Tukey [5] discussed them for 

balanced data. Nevertheless, for unbalanced data, Tukey [6] studied the variances of 

variance components for single classification, Gaylor and Hartwell [7] and Mahamunulu 

[8] dealt in detail with the 3-way nested classification. Searle and Fawcett [9] presented 

expected mean squares in variance components models having populations of finite 

size. They developed a rule for converting expectations under infinite models into 

expectations under finite models. It was assumed that the levels of each factor are finite.  

             Note that all authors mentioned above have only considered that population 

sizes of all effects are finite. They even assumed that the population of error terms is 

finite. However, we are not assuming this about the errors which are a random sample 

from a ),( 2στµ iN +  distribution. For example, the k machines are selected from a 

finite population but the n replications taken within each machine are normally distributed 

(not finite). 
              In this paper we focus on the random effects one-way ANOVA model. 

Throughout the subsequent sections, we consider the case where the population of 

treatment effect ( iτ ) is finite. We use the similar approach of Searle and Fawcett for the 
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finite population of the random effect, but we have to adjust the results for a normal error 

distribution, and the finite population correction (fpc) should be used. 

             Finally, we investigate the expected values of the mean square error ( EMS ) 

and the treatment mean square ( trtMS ) for the random effects one-way ANOVA model 

when sampling from a finite population. Section 2 presented materials and methods used 

to find the expected mean squares. The results were shown in Section 3 and we 

discussed the results in Section 4. 

2. Materials & Methods 

             In this section, we describe the research methodology of this study in detail as 

follows: 

2.1 Random Effects Model  

            For random effects, in theory, we assume the population is infinite [10]. In 

practice, it is acceptable if the number of randomly selected factor levels ( k ) is small 

relative to the number of levels in the population ( N ), that is the sampling fraction 

/k N  should not exceed 5% [11]. 

           The equation for the random effects model for a single factor CRD is:  

                                                           =ijy iji ετµ ++                                                  (1) 

where ki ,...,1=  are levels of a factor, and j is the replication ( inj ,...,2,1=  ) for the 

ith factor level, and both iτ  and ijε are random variables whose distributions we have to 

specify. 
 

2.2 Derivation of the Expected Mean Squares Assuming a Finite Population  

             The expectations of the mean squares are obtained by substituting the model (1) 

in mean squares and taking expected values. However, when sampling from a finite 

population, some assumptions are no longer true. The assumptions can be replaced 

with: 

•  The treatment effects iτ  are selected from a finite population of size N with 

mean 0 and population variance 2
τσ . 

•  The covariance between every different pair of random effects is nonzero. That 

is, 0),cov( ≠′ii ττ  for the random iτ  and i′τ  terms. 
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We still assume the homogeneity (equal) variance assumption within the ith level.  

             In Gaylor and Hartwell [7] and Searle and Fawcett [9], it is assumed that the 

mean of each population is zero, so that 
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where set T= {(i,i′): i = 1,…,N,  i′ = 1,…,N,  i ≠ i′}. Note there are N(N-1) ordered pairs in 

set T. We assume that the finite population of effects in the model has been sampled at 
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Since the corresponding values of (4) and (5) for an infinite population are 2
τσ  and 0, 

respectively, the expected values of mean squares in finite population models are not the 

same as with the infinite population. In either case the expected values are linear 

functions of the variance components; the coefficients are determined for the finite 

population models in accord with (4) and (5).  
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2.3 Some Useful Results Involving Expectations for Balanced Data    

 Result 1: 0)( =ijiE ετ  because iτ  and ijε   are independent for all i and j. 
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2.4 Some Useful Results Involving Expectations for Unbalanced Data 

             The following useful results involving expectations are an extension of the 

results from section 2.3. Result 1 is the same as it appeared in section 2.3 and it is 

restated below.  

Result 1: 0)( =ijiE ετ  because iτ  and ijε   are independent for all i and j. 
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3. Results 

             For the case of balanced data (equal sample sizes), the theoretical results are 

shown in Table 1 that both the expected values of EMS  and trtMS  for the finite 

population are the same as that for the infinite population. 

             For the case of unbalanced data (not all sample sizes are equal), the expected 

value of EMS  for the finite population is equal to that for the infinite population which 

is also the same as the expected value for the balanced case. On the other hand, the 
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expected value of trtMS  for the finite population is different from that of the infinite 

population because of the different multiplier values of CI and CF. The results are 

shown in Table 2. 
Table 1. Expectations of Mean Squares under both the Finite Population and the 
               Infinite Population Assumptions for a Balanced CRD 
 

Expectations Infinite Population Finite Population 

EMS  2σ  2σ  

trtMS  2 2n τσ σ+  2 2n τσ σ+  

Table 2. Expectations of Mean Squares under both the Finite Population and the 
               Infinite Population Assumptions for an Unbalanced CRD 
 

Expectations Infinite Population Finite Population 

EMS  2σ  2σ  
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The n and in are the numbers of replications per factor level for balanced and 

unbalanced data, respectively. The Tn is the total number of observations in the 

experiment. 

 

4. Discussion 

             In this article, we have determined the expected mean squares for the random 

effects one-way ANOVA model assuming a finite population.  

             For the case of balanced data, both the expected value of the mean square error 

and the expected value of the treatment mean square for the finite population are the 

same as that for the infinite population. However, 2
τσ  represents two different 

variances. In the infinite case, 2
τσ is the variance of a normally distributed random 

variable. In the finite case, 2
τσ is the variance of a finite population.  
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            For the case of unbalanced data, the expected value of the mean square error for 

the finite population is equal to that for the infinite population which is also the same as 

the expected value for the balanced case. On the other hand, the expected value of the 

treatment mean square for the finite population is different from that for the infinite 

population because of the different multiplier values of the population variance (CI and 

CF). Also, for the infinite case, 2
τσ  is the variance of a normally distributed random 

variable. For the finite case, 2
τσ is the variance of a finite population.  

             Note that the expected values of the mean squares are different from the results 

of Searle and Fawcett because we did not assume a finite population of the errors. 
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