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Abstract 

The Kolmogorov-Smirnov (K-S) statistic is a well known nonparametric test 

statistic used to solve goodness-of fit problems. However, a disadvantage of the K-S is 

its low power when the true distribution differs from the hypothesized distribution in the 

tails. Here, a new methodology is proposed in which a modified K-S statistic is obtained. 

The simulation results indicate that the modified K-S statistic is preferable when the 

sample size is large.  

______________________________ 
Keywords : Goodness-of fit test, Kolmogorov-Smirnov (K-S) statistic, power. 
 
 

1. Introduction 

To test if a random sample comes from a hypothesized distribution, the 

Kolmogorov-Smirnov (K-S) one-sample test, introduced by Kolmogorov [1], may be 

used. The K-S statistic is based on the maximum absolute difference between the 

empirical distribution function (e.d.f) and specified cumulative distribution function (c.d.f). 

It is well known that the Kolmogorov-Smirnov (K-S) test exhibits poor sensitivity to 

deviations from the hypothesized distribution that occurs in the tails [2]. Modifications of 

the K-S statistic include Kuiper's test, which was proposed by Kuiper [3] and is more 

efficient than the K-S statistic (see also Abrahamson [4]). More recently, Dryver and 
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Sukkasem [5] applied the K-S test in the validation of risk models with a focus on credit 

scoring models. 

The aim of this current study is to investigate a modified K-S statistic through a 

proposed methodology. The idea centres around partitioning a random sample by the 

optimal criteria and then obtaining a modified K-S statistic. Section 2 focuses on the 

goodness-of-fit test based on empirical distribution functions for one-sample situations. 

The considered statistic is a K-S statistic. Section 3 presents the underlying idea of the 

proposed methodology and the modified K-S statistic. Section 4 investigates the 

necessary condition on the modified K-S statistic. The performances of the modified K-S 

test and the original underlying K-S test are demonstrated and compared with each other 

via a simulation study in certain circumstances. Section 5 illustrates the application of the 

modified K-S statistic using a numerical example. Conclusions and discussion are 

described in Section 6.  

 
2. The Kolmogorov-Smirnov (K-S) One-Sample Statistic for Goodness-of-Fit Test 

Given a random sample of size n from an unknown continuous c.d.f F  the 

problem of goodness of fit test is about testing if the random sample has arisen from the 

hypothesized c.d.f *F . The testing hypothesis for a distribution test is, for 

x ( , )∈ −∞ ∞ , 

   *
0H : F(x) F (x)=  for all x                             (1) 

against the alternative  
*

1H : F(x) F (x)≠  for some x.                                 

A common statistic used to test the hypothesis in (1) is the K-S one-sample 

statistic to decide if the unknown c.d.f F , is in fact, the hypothesized c.d.f *F . The K-S 

one-sample statistic is defined as follows [1] : 

    { }*
n

ˆD sup | F(x) F (x) |;x ( , )= − ∈ −∞ ∞ .               (2) 

The notation F̂  is used to represent the empirical distribution function (e.d.f) calculated 

from a random sample of size n corresponding to the c.d.f F .  

 The hypothesis in (1) is rejected if and only if the K-S statistics, nD in (2), is 

large i.e.,  
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nD c> , for c 0≥ ,            (3) 

where c is a constant value such that ( )nP D c> = α . 

Kolmogorov [1] and Smirnov [6] derived the probability distribution of the K-S 

one-sample statistic, nD  in (2), when n →∞  under the null hypothesis of equality. 

Below is the asymptotic null distribution of the K-S one-sample statistic.  If F is any 

continuous distribution function, then for every c 0≥ , 

   n nlim P( nD c) L(c)→∞ ≤ = ,       (4) 

where k 1 2 2

k 1
L(c) 1 2 ( 1) exp( 2k c )

∞ −

=
= − − −∑ .   

 
3. The Methodology 

The idea focuses on the condition that the c.d.f’s ( F  and *F ) have identical 

mean and variance. The methodology is to partition a random sample of size n, say, X1, 

X2, X3, …, Xn, into 2 sub-samples using a partitioning rule based on the population 

median. The studied population is similarly partitioned into 2 sub-populations using the 

same rule. The two K-S statistics are then calculated by measuring the difference 

between each sub-sample and its corresponding sub-population. The hypothesis testing 

procedure using the calculated K-S values is as follows:  

For x ( , )∈ −∞ ∞ , 

       *
0 1 1H : F (x) F (x)=   for all x  versus  *

1 1 1H : F (x) F (x)≠  for  some x 

and    *
0 2 2H : F (x) F (x)=   for all x versus *

1 1 1H : F (x) F (x)≠  for some x,  

(5) 

where 1F  and 2F  are unknown c.d.f’s and estimated by using sub-samples X1 and X2 

respectively, and *
1F  and *

2F  represent the hypothesized c.d.f’s corresponding to the 

sub-populations. 

 Then the two K-S statistics, 
1nD  and 

2nD , used to test  the hypotheses in (5), 

are defined as follows 
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{ }1

*
n 1 1

ˆD Sup | F (x) F (x) |;x ( , )= − ∈ −∞ ∞  

and  { }2

*
n 2 2

ˆD Sup | F (x) F (x) |;x ( , ) .= − ∈ −∞ ∞  

(6) 

The notations 1̂F and 2F̂  are the e.d.f’s calculated from the sub-samples X1 and X2 and 

are the estimators of unknown c.d.f’s, 1F  and 2F  , respectively. 

 The first K-S statistic, 
1nD , is used to test the first (null) hypothesis in (5) to 

decide if the c.d.f 1F  is, in fact, the hypothesized c.d.f *
1F . The second  K-S statistic, 

2nD , is used to test the second (null) hypothesis in (5) to decide if the c.d.f 2F  is, in 

fact, the hypothesized c.d.f *
2F .  

 The hypothesis in (1) is rejected if and only if at least one of the hypotheses in 

(5) is rejected. Thus, the testing procedure is that the hypothesis (1) is rejected if and 

only if at least one of two K-S statistics, 
1nD  and 

2nD , is large i.e.,  

  
1n 1D c>  or 

2n 2D c>  for 1c 0≥ , 2c 0≥ .             (7) 

 The probability of not rejecting both null hypotheses in (5) when they are true is: 

2 2
1 2 i

i 1
P(C C ) P(C )=(1- )

=
′∩ = α∏ ,   (8) 

where 1C  and  2C  are the events that 
1n 1D c≤  and 

2n 2D c≤  respectively, ′α  is 

the adjusted alpha for two comparisons investigated so that  

21-(1- )′α ≤ α .                        (9) 

Note here that the above procedure is based on partitioning a random sample 

into two sub-samples. The median of population is the partitioning rule so that the two   

K-S statistics,
1nD  and 

2nD , are independent or at least their correlation coefficient is 

close to zero.  
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4. Investigation of the correlation between the two statistics, 
1nD and 

2nD  

This section investigates the performance of the modified K-S test compared to 

the original K-S test using simulation on some selected symmetric distributions, namely 

Uniform, Student’s t, and Gaussian. The simulations were implemented in S–PLUS 6.2 

for Windows with 10,000 replications of each Monte Carlo experiment. The actual 

distributions F  and the sample sizes n will be randomly selected in each replication. 

The population median rule of partitioning a dataset for the modified K-S test and the 

significance level (α ) 0.05 will be fixed. With the same mean and variance, the 

hypothesized distribution *F  and the actual distribution F  are simulated to study the 

performance of the modified K-S test and that of the original K-S test. 

The following case (i) is simulated under the null hypothesis to study the 

empirical significance level of the modified K-S test and that of the original K-S test.  

Case (i) : A population with the uniform (0,1) distribution *F versus a random 

sample taken under the actual uniform (0,1) distribution F . 

For this case, the empirical significance level of the tests will be explored under 

the null hypothesis of equality *
0H : F F= . A random sample X is taken under the 

actual uniform (0,1) distribution F and a uniform (0,1) population distribution *F is the 

hypothesized distribution.   

The random samples X of the various sizes n equal to 20, 30, 50, 100, 200, 

300, 400, 500, 600, 700, 800, 900, 1,000 are generated under the actual distribution F , 

the uniform distribution on the unit interval (0,1). For each n, the simulations were 

implemented with 10,000 replications. In each replication, the population median (0.5) is 

used to be a partitioning rule for the modified K-S test. The 10,000 K-S tests and the 

10,000 modified K-S tests are then performed at the significance level (α ) 0.05 and the 

adjusted alpha ( ′α ) 0.02532 respectively. The empirical significance levels for both 

statistics at each n are calculated by dividing their numbers of rejection the null 

hypothesis of equality by 10,000. The simulation result is presented in Figure 1.    
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Figure 1. Comparison between the empirical significance level of the modified K-S test 

based on the median partitioning rule and that of the original K-S test under the null 

hypothesis of equality between the hypothesized uniform (0,1) distribution and the actual 

uniform (0,1) distribution of a random sample using 10,000 iterations. 

 

The result shows that the empirical significance levels of the modified K-S test 

and the original K-S test are similar and close to the significance level (0.05) when the 

sample size is large for the case (i).  

The following three cases (ii)-(iv) are cases of study under the alternative 

hypothesis of inequality, *
1H : F F≠ . They are simulated to study the power of the 

original K-S test and that of the modified K-S test.  

Case (ii) : An artificial population taken under the hypothesized uniform (0,1) 

distribution *F  versus a random sample taken under the actual normal 

(0.5,1/12) distribution F . 

Case (iii) : An artificial population taken under the hypothesized Student’s t 

distribution *F  with degree of freedom 10 versus a random sample taken under 

the actual uniform ( -1.9326684 ,1.9326684 ) distribution F . 

Case (iv) : An artificial population taken under the hypothesized Student’s t 

distribution *F  with degree of freedom 10 versus a random sample taken under 

the actual normal (0 ,1.1158272) distribution F . 
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Here, the artificial population is the data of size 10,000 simulated under the 

hypothesized distribution *F . In each of the cases (ii)-(iv), the artificial population is 

generated to be partitioned into 2 sub-populations by using the population median for the 

modified K-S test. The random samples of various size n equal to 20, 30, 50, 100, 200, 

300, 400, 500, 1,000, 2,000 are generated under the actual distribution F . For each n, 

the simulations were implemented with 10,000 replications. In each replication, the 

population median is used to be a partitioning rule for the modified K-S test. The 10,000 

original K-S tests and the 10,000 modified K-S tests are then performed at the 

significance level (α ) 0.05 and the adjusted level ( ′α ) 0.02532 respectively. The 

empirical powers of the test under the alternative hypothesis for both statistics at each n 

are calculated by dividing their numbers of rejection of the null hypothesis of equality by 

10,000. The simulation result is presented in Figure 2.   

The simulation result indicated that when the sample size n is large, the power 

of the modified K-S test is superior to that of the original K-S test for any distribution (ii)-

(iv).  

It is interesting to note that the power of the test in case (iv) is smaller than in 

the other cases. This is because Student’s t distribution and the Gaussian distribution 

have similar shapes with the same mean and variance. Consequently, the null 

hypothesis of equality rarely ever fails to be rejected. However, the power of these two 

tests increases as the sample size n increases. 

In conclusion, for testing if a sample comes from the hypothesized distribution 

*F , the empirical significance level and the power of the modified K-S test are 

approximated under the null hypothesis of equality and under fixed alternatives, 

respectively. The empirical significance levels of the modified K-S test and the original  

K-S test are similar and close to the significance levels when the sample size n is large. 

When the sample size is large, the power of the modified K-S test is superior to that of 

the original K-S test under the median portioning rule. 
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Figure 2. Comparison between the power of the modified K-S test based on the median 

partitioning rule and that of the original K-S test under the alternative hypothesis of 

inequality between the hypothesized distribution *F and the actual distribution F using 

10,000 iterations. 

 
5. Numerical Example 

In this section we illustrate how to apply the modified K-S statistic. For the 

simplest case, an example of the case (ii) in section 4 is considered. The hypothesized 

uniform (0,1) distribution *F is considered and a random sample X of size n=10 is 

generated from the actual normal (0.5, 1/12) distribution F  as following: 0.0874994, 

0.2827867, 0.4177127, 0.5016324, 0.5177516, 0.5226764, 0.5510966, 0.5542756, 

0.5845493, 1.0241984. The histogram of the random sample X is shown in Figure 3.  
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Figure 3. Histogram of the random sample X of size n=10 taken under the actual normal 

(0.5,1/12) distribution F . 

 

Here it is known that the random sample X has not been arisen from the 

uniform (0,1) distribution, but the normal (0.5,1/12) distribution. Notice that these two 

distributions have the same mean 0.5 and variance 1/12. The desire is to test whether or 

not this sample comes from the uniform (0,1) distribution at the significance level (α ) 

0.05.  

The original K-S test and the modified K-S test are used. The performance of 

the original K-S test and that of the modified K-S test are illustrated as follows. 

 

 (1) Performance of the original K-S Test. Let *F  denotes the uniform 

(hypothesized) c.d.f and F  denotes the normal c.d.f of the random sample X with the 

corresponding e.d.f F̂ . The two-sided hypothesis is, for x ( , )∈ −∞ ∞ , 

*
0H : F(x) F (x)=  for all x versus *

1H : F(x) F (x)≠  for some x. 
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Table 1. Maximum distance between the e.d.f F̂  calculated from the random sample 

X  of size n=10 and the Uniform (0,1) c.d.f *F . 

Observation X~N(0.5,0.2886752) E.D.F. Uniform(0,1) C.D.F.

1 0.0874994 0.1 0.0874994 0.0125006

2 0.2827867 0.2 0.2827867 0.0827867

3 0.4177127 0.3 0.4177127 0.1177127

4 0.5016324 0.4 0.5016324 0.1016324

5 0.5177516 0.5 0.5177516 0.0177516

6 0.5226764 0.6 0.5226764 0.0773236

7 0.5510966 0.7 0.5510966 0.1489034

8 0.5542756 0.8 0.5542756 0.2457244

9 0.5845493 0.9 0.5845493 0.3154507

10 1.0241984 1.0 1.0000000 0.0000000
The K-S Statistic:  Dn= 0.3154507

p-value= 0.2726431

( )F̂ x ( )*F x ( ) ( )*F̂ x F x−

  

For this case, the K-S statistic is 0.3154507 and the p-value is 0.2726431. 

Therefore, the null hypothesis is failed to reject at the significance level 0.05.  

(2) Performance of the modified K-S Test. Consider how to apply the 

modified K-S statistic to test if the random sample X comes from the uniform (0,1) 

distribution F*. 

By using the median (m=0.5) of uniform (0,1) population, the random sample X 

is partitioned into two uncorrelated sub-samples X1 of size n1=3 and X2 of size n2=7 as 

following: 

X1= (0.0874994,  0.2827867,  0.4177127) and    

X2= (0.5016324, 0.5177516, 0.5226764, 0.5510966, 0.5542756, 0.5845493,  

1.0241984)  

 The first sub-sample X1 is used to calculate the first K-S statistic (
1nD ). The 

following Table 2 shows the maximum distance between the e.d.f 1F̂ , and the Uniform 

(0,0.5) c.d.f *
1F . 
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Table 2. Maximum distance between the e.d.f 1F̂  calculated from the first sub-sample X1 

of size n1= 3 and the Uniform (0,0.5) c.d.f *
1F  under the null hypothesis 

*
0 1 1H : F (x) F (x)= . 

Observation The first sample   
X1

E.D.F. Uniform (0,0.5) C.D.F.

1 0.0874994 0.3333333 0.1749988 0.1583345

2 0.2827867 0.6666667 0.5655734 0.1010933

3 0.4177127 1.0000000 0.8354254 0.1645746

The first K-S Statistic:  Dn1= 0.1645746

p-value= 0.9999979

( )1F̂ x ( )*
1F x ( ) ( )*

1 1F̂ x F x−

  

 For this case, the first K-S statistic (
1nD ) is 0.1645746 and the p-value is 

0.9999979. The adjusted significance level ( ′α ) for this case is 0.02532 so that (1- ′α )2 

is close to 0.95 as required. Therefore, the null hypothesis *
0 1 1H : F (x) F (x)=  is 

failed to reject at the adjusted significance level 0.02532. 

 Similarly, the observation in the second sub-sample X2 is used to calculate the  

second K-S statistic (
2nD ). The following Table 3 shows the maximum distance 

between the e.d.f 2F̂  calculated from the second sub-sample X2 and the c.d.f *
2F . 

 

Table 3. Maximum distance between the e.d.f 2F̂  calculated from the second sub-

sample X2 of size n2= 7 and the Uniform (0.5,1) c.d.f *
2F  under the null hypothesis 

*
0 2 2H : F (x) F (x)= . 

Observation The second sample  
X2

E.D.F. Uniform (0.5,1) C.D.F.

1 0.5016324 0.1428571 0.0032648 0.1395923
2 0.5177516 0.2857143 0.0355032 0.2502111
3 0.5226764 0.4285714 0.0453528 0.3832186
4 0.5510966 0.5714286 0.1021932 0.4692354
5 0.5542756 0.7142857 0.1085512 0.6057345
6 0.5845493 0.8571429 0.1690986 0.6880443
7 1.0241984 1.0000000 1.0000000 0.0000000

The second K-S Statistic:  Dn2= 0.6880443

p-value= 0.0026465

( )2F̂ x ( )*
2F x ( ) ( )*

2 2F̂ x F x−
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For this case, the second K-S statistic (
2nD ) is 0.6880443 and the p-value is 

0.0026465. Therefore, the null hypothesis *
0 2 2H : F (x) F (x)=  is rejected at the 

significance level ( ′α ) 0.02532.  

Since one of the two K-S statistics is large, it implies that the difference is 

significant at the significance level (α ) 0.05. That is the random sample X does not 

come from the uniform (0,1) distribution.  

Hence, for this example, the performance of the original K-S test and the 

modified K-S test are different. The K-S test cannot be used to conclude that the data is 

not the normal (0.5,1/12) distribution, but the modified K-S test can. 

 
6. Conclusion and Discussion 

The proposed methodology is based on partitioning a random sample by using 

the population median. The modified K-S statistic is then obtained for testing whether or 

not a random sample comes from the specific distribution *F . In order to use the 

modified K-S statistic, the two hypotheses will be tested namely, (1) 

*
0 1 1H : F (x) F (x)=  (2) *

0 2 2H : F (x) F (x)= , instead of testing the hypothesis of 

equality *
0H : F F= . With independence of these two tests, an adjusted significance 

level (α′ ) will be used. The simulation result indicated that (1) the correlation between 

two K-S statistics (
1nD and 

2nD ) obtained from the partitioning rule is slightly negative 

for small sample size n; the correlation approaches zero as the sample size n becomes 

larger. (2) The result shows that the empirical significance levels of the modified K-S test 

and the original K-S test are similar and close to the significance level when the sample 

size is large. (3) The power of the modified K-S test is superior to that of the original K-S 

test when the sample size n is large. In summary, the modified K-S test is preferable 

when the sample size n is large in certain circumstances. 

The study is only on symmetric distributions, specifically Uniform, Student’s t, 

and Gaussian. The target is to compare the difference between two c.d.f’s with the same 

mean and variance when the true c.d.f differs from the hypothesized c.d.f in the tails. 

The idea of the proposed methodology is based on a partition of a random 

sample into 2 sub-samples by using the median population so that  the two K-S statistics 

(
1nD  and 

2nD ) will be independent or at least asymptotically the correlation will be 
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closed to zero. The correlation between the two K-S statistics (
1nD  and 

2nD ) can be 

seen to go to zero in the simulation result (Figure 1). 

The application of the modified K-S statistic is more complicated than that of the 

original K-S statistic. This is because the two hypotheses of equality depending on the 

two c.d.f’s are used instead of the single hypothesis of equality. 

It is interesting to apply the same idea in the context of partitioning a random 

sample to other goodness of fit test statistics, such as the Kuiper statistic, the Gini 

coefficient for both one and two-sample problems.  
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