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Abstract 

Kadilar and Cingi considered the ratio estimators for the population mean of the 

variable of interest in stratified random sampling. In this paper we focus on the new ratio 

estimator (based on Kadilar and Cingi in stratified adaptive cluster sampling. Simulations 

showed the proposed estimator had the smallest estimated mean square error when 

compared to the ratio estimators in stratified sampling and the ratio estimator, based on 

Hansen-Hurwitz estimator, in stratified adaptive cluster sampling. 

______________________________ 
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1. Introduction 

Stratified adaptive cluster sampling, proposed by Thompson [1], is an efficient 

method for sampling rare and hidden clustered populations. In each stratum of stratified 

adaptive cluster sampling, an initial sample of units is selected by simple random 

sampling. If the value of the variable of interest from a sampled unit satisfies a pre-

specified condition C  then the unit’s neighborhood will also be added to the sample. If 

any other units that are “adaptively” added also satisfy the condition C , then their 

neighborhoods are also added to the sample. This process is continued until no more 

units that satisfy the condition are found. The set of all units selected and all neighboring 

units that satisfy the condition is called a network. The adaptive sample units, which do 
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not satisfy the condition, are called edge units. A network and its associated edge units 

are called a cluster. 

In some situations the researcher obtains observations from more than one 

variable, from the variable of interest and the auxiliary variable. Use of an auxiliary 

variable is a common method to improve the precision of estimates of a population 

parameter. Kadilar and Cingi [2,3] developed ratio estimators in stratified random 

sampling. In this paper, we will study the ratio estimator in stratified adaptive cluster 

sampling [3]. Some comparisons are made using a simulation. 

 

2. Ratio Estimator in Stratified Radom Sampling   

 Let hiy  be the variable of interest associated with the i th unit of stratum h  and 

hix  be the auxiliary variable associated with the i th unit of stratum h . Let hN  

represent the number of units in stratum h and hn  represent the number of units in the 

sample from that stratum. The total of units in the population is 
1
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=∑ , hy  is the sample mean of the variable of 

interest in stratum h , hx  is the sample mean of the auxiliary variable in stratum h and 
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The variance of  Ry  is   

( ) ( )
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where  
( )1 h h

h
h

n N
n

−
γ =  ,

YR
X

=  is the population ratio of means, 2
yhS  is the 

population variance of the variable of interest in stratum h ,  2
xhS  is the population 

variance of the auxiliary variable in stratum h  and xyhS  is the population covariance 

between auxiliary variable and variable of interest in stratum h  [4,5].   

 Kadilar and Cingi [3] proposed a ratio estimator [6] as  

                    Rp Ry y= κ .                                                                       (3) 

where  κ  minimizes the mean square error of Rpy . 

  The mean square error of Rpy  is      
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The bias of Rpy  is 
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The κwhich minimizes the MSE is the solution to: 
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From this equation, we obtain 
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where  0 1< κ < . 
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3. Ratio Estimator in Stratified Adaptive Cluster Sampling  

For stratified adaptive cluster sampling, the population consists of N units 

partitioned into L strata based on prior information about units that are similar, and it is 

assumed that the population ignores crossover of networks between strata. 
The ratio estimator in stratified adaptive cluster sampling based on the Hansen-

Hurwitz estimator is  

  _
_ _

_

ˆst sac
R sac st sac

st sac

y
y X R X
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= = ,                                               (7) 
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   where hn is the number of sample in 

stratum h , yhiw  is  the average of the variable of interest in the network that includes 

unit i  of the initial sample in stratum h  , that is, .hi
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   where xhiw  is  the average of the auxiliary variable in the network that 

includes unit i  of the initial sample in stratum h  , that is, .hi
xhi

hi

xw
m

=  and him  is the 

number of units in that network.  
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The alternative form of  ( )_R sacV y  can be written as 
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where 2
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covariance term in stratum h ,that is, ( ) ( )22
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4. The Proposed estimator 

 The new ratio estimator in stratified adaptive cluster sampling [3] is 

                      *
_ _Rp sac R sacy y= κ                     (10) 

 The MSE of this estimator is 
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To find *κ  which minimizes ( )_Rp sacMSE y  take derivative of ( )_Rp sacMSE y  with 

respect to *κ  and set it equal to zero. 
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5. Simulation Study 
In this section, the simulated x -values and  y -values from [7]  were studied.  

Te simulation data from 20x20 = 400 units was divided into 4 strata of equal size. Each 

stratum has 20 x 5 = 100 units formed from 20 rows and 5 columns. The total of y-values 

is 254; the mean of y-values ( )Y  is 0.635 and the total of x-values is 196; the mean of 

the x-values ( )X  is 0.490, and the population ratio ( )R is 1.2959. The populations were 

shown in figure 1-2. 
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0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 2 
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 1 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
0 0 0 1 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 1 2 0 1 0 0 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 0 4 6 0 1 0 0 0 4 3 4 2 3 
0 0 1 0 0 0 0 4 6 11 4 3 1 0 0 2 6 8 3 7 
0 0 0 0 0 0 1 4 4 9 11 4 0 0 2 1 8 10 0 2 
0 0 0 0 0 0 1 2 7 4 3 1 1 0 0 0 0 2 2 0 

Figure 1.  X values 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 
2 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 
1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 1 0 1 1 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 6 0 1 
0 0 1 0 0 0 0 0 6 18 3 0 1 0 0 0 9 27 9 0 
1 0 0 0 0 0 0 1 14 46 11 0 0 0 0 1 8 25 14 1 
0 0 0 0 0 0 0 0 4 7 2 0 0 0 0 0 1 2 1 0 

  Figure 2.  Y values 
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Table 1. Data Statistics  

 Stratum 
1 2 3 4 

hX  0.1 0.7 0.37 0.79 

hY  0.11 1.05 0.21 1.17 
2
xhS  0.0909 3.7273 1.7506 3.4807 
2
yhS  0.1191 26.6338 1.3595 17.1324 

xyhS  0.0293 7.0758 1.3761 5.7027 

2
_xh sacS  0.0909 3.2588 1.3466 2.1847 

2
_yh sacS  0.1191 10.8472 0.8679 7.3049 

_xyh sacS  0.0293 5.5442 0.9417 3.1650 

 

For each iteration, an initial sample of units in each stratum is selected by 

simple random sampling without replacement. A neighborhood of a unit is defined as the 

four spatially adjacent units, that is to the left, right, top and bottom (north, south, east 

and west) of that unit. For each estimator 10,000 iterations were performed to obtain an 

accuracy estimate. The condition for added units in the sample is defined 

by { }: 0= >C y y . Initial SRS sizes in each stratum were varied hn = 2, 5, 10, 15, 20, 

25, 30, 40 and 50  were used, then the initial sample sizes from all stratum ( )n  were  8, 

20, 40, 60, 80, 100, 120, 160, and 200.  The estimated mean square error of the 

estimate total is 

( ) ( )
10,000 2

1

1ˆ
10,000 i

i
MSE y y Y

=
= −∑ , 

where iy  is the value for the relevant estimator for sample i . Let ν denote the final 

sample size in stratified adaptive cluster sampling. 

The results of the ratio estimator in stratified sampling ( )ˆ
Ry RX= , the ratio 

estimator based on Prasad [6] ( )Rp Ry y= κ , The ratio estimator in stratified adaptive 

cluster sampling ( )_ _
ˆ

R sac st sacy R X=  and The new ratio estimator in stratified adaptive 

cluster sampling based on Kadilar and Cingi [3] ( )*
_ _Rp sac R sacy y= κ  are as follows:  
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Table 2.  The biased of the estimators for the population mean of the variable of                                                                             

                 the interest. 

hn  n  ( )E ν  ( )RB y  ( )RpB y  ( )_R sacB y  ( )_Rp sacB y  

2 8 17.81 -0.2301 -0.4903 -0.1924 -0.3104 

5 20 42.19 -0.0403 -0.2847 -0.0565 -0.0416 

10 40 74.81 -0.0160 -0.1697 0.1245 0.0694 

15 60 104.26 -0.0214 -0.1270 0.0940 0.0597 

20 80 129.48 -0.0064 -0.0868 0.0889 0.0645 

25 100 153.04 -0.0023 -0.0609 0.0820 0.0637 

30 120 174.73 -0.0083 -0.0577 0.0777 0.0635 

40 160 215.14 -0.0094 -0.0420 0.0743 0.0651 

50 200 252.32 -0.0094 -0.0351 0.0717 0.0655 

 

 

Table 3.  The estimated MSE of the estimators for the population mean of the variable of  

                the interest. 

hn  n  ( )E ν  ( )ˆ
RMSE y  ( )ˆ

RpMSE y  ( )_
ˆ

R sacMSE y  ( )_
ˆ

Rp sacMSE y  

2 8 17.81 0.48195 0.29209 0.19604 0.18081 

5 20 42.19 0.35952 0.20948 0.11854 0.08774 

10 40 74.81 0.13436 0.10850 0.07323 0.05529 

15 60 104.26 0.09875 0.08208 0.02904 0.02199 

20 80 129.48 0.06272 0.05576 0.01828 0.01400 

25 100 153.04 0.04437 0.04086 0.01356 0.01059 

30 120 174.73 0.03632 0.03404 0.01122 0.00905 

40 160 215.14 0.02195 0.02099 0.00803 0.00675 

50 200 252.32 0.01416 0.01386 0.00675 0.00592 

 

 

6. Conclusions 

Stratified adaptive cluster sampling is an efficient method for sampling rare and 

hidden clustered populations. The numerical study showed that the bias for the ratio 

estimators in stratified sampling are less than the bias for the ratio estimators in stratified 
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adaptive cluster sampling.   the estimated mean square error for the ratio estimators in 

stratified adaptive cluster sampling ( )( _
ˆ

R sacMSE y  and ( ))_
ˆ

Rp sacMSE y  are less than 

the estimated mean square error for the ratio estimators in stratified 

sampling ( )( ˆ
RMSE y  and ( ))ˆ

RpMSE y . Moreover the estimated mean square error of 

the proposed estimator , _Rp sacy , is less than the estimated mean square error of the 

ratio estimator in stratified adaptive cluster sampling based on Hansen-Hurwitz estimator, 

_R sacy . 
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