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Abstract

Bonett [1] provides an approximate confidence interval for ¢ and shows it to be
nearly exact under normality and, for small samples, under moderate non-normality.
This paper proposes a new method for determining the confidence interval for . We
follow the suggestion of Bonett [1] and include any prior kurtosis information. An

important modification from the Bonett method is to base the interval on t the

al2

(r/2)100th quantile of Student T distribution, rather than on Z_,,, the (a/2)100th

quantile of standard normal distribution. Further, the use of the median as an estimate of
the population mean gives a slightly higher coverage probability for the confidence
interval for o when data are from skewed leptokurtic distributions. Monte Carlo
Simulation results for selected normal and non-normal distributions show that the
confidence intervals obtained from the new method have appreciably higher coverage
probabilities than the confidence intervals from the original Bonett method that does not
use prior kurtosis information, and also higher coverage probabilities than the Bonett

method that does use prior kurtosis information.
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1. Introduction
Let X;,X,,...,X, be a random sample of size n. If X; ~ N(x,c?) then

Bonett [1] has stated that an exact 100(1-2)% confidence interval for A is:

(n—1)S2 /;(12 < o? <(n—1)S?%/ 42, M
—a
where ;{5,2 and ;(2 are the (od2)100th and (1-01/2)100th percentiles of the central
l-al?2

chi-square distribution with » = n—1 degrees of freedom and X and s® are the well-

known sample mean and sample variance respectively. Taking the square root of the
endpoints of (1) gives a confidence interval for o.

The exact confidence interval (1) is sensitive to violation of the normality
assumption. For some symmetric and skewed leptokurtic distributions, simulation
studies of Bonett [1] show that, if « = 0.05 and n = 25, then (1) gives asymptotic
coverage probabilities of about 0.833, 0.722, and 0.594 for the t(5), exponential(2), and

;(2(1) , distributions respectively. These coverage probabilities are not close to a
nominal value 0.95.

For non-normal distributions, Bonett [1] suggested the following modifications to

the normal distribution formula given in (1). Bonett [1] used the results that the variance
of s> may be expressed as o*{y,—(n-3)/(n-1}/n where y, =u"/c* is the
kurtosis of the distribution and ,u4 is the population fourth central moment (Mood et al. ,

[3], pp- 229). Bonett [1] then combined the properties of In s®, whose sampling
distribution converges to normality faster than the sampling distribution of s? when X; ~
N(,u,O'Z), with the formula for the small-sample adjustment ratio, {ya — (n-3)/In}/(n-1),
found by Shoemaker [7]. Bonett then obtained the following 100(1-2)% confidence

interval for o
Exp{In(cS*)-Z,,Se} < o < Exp{In(cS*) + Z,,,S€e} )

where Z 4, is the (1-a/2) 100" percentile of the standard normal distribution,

Se = c[{7, (n—3)/n}/(n—-1)]"?, 3)
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¢ = n/(n- Z,2) is a small-sample adjustment, 7, =(no7, +ny, )/(Ny +n), 7, is a prior
estimate of y, obtained from a larger sample of size ng, and

nZn:(Xi - X)*

Ve = —
(3%, X))

where m is a trimmed mean with trim-proportion equal to 1/{2(n-4)"“}. Bonett also

(4)

suggested combining the estimate }74 of ¥, obtained from the small sample of size n
with 7, to give a pooled estimate of y, as 7, = (N7, +N7,)/(N, +N) . However, if

74 is notavailable then ;;Z =y, should be used.

Our aim in this paper is to replace the Bonett confidence interval for o with a
confidence interval that has a higher coverage probability for non-normal data. Pan [6]
with t

and Olsson [5] found that, for small sample sizes, replacing Z gave higher

al2 al2?
coverage probabilities of the confidence intervals for o for binomial distributions for a
range of proportions and for the mean for Log-Normal distribution respectively. It is

hoped to improve the coverage probability of the Bonett formula by replacing Z ,, with

t ,, and by replacing the trimmed mean with the median, which is a good estimator of u

al?2
when data are from asymmetric and skewed leptokurtic distributions.

In section 2 an adjusted confidence interval for o is described. In section 3,
simulation results of coverage probabilities of confidence intervals are given for selected
non-normal distributions with a range of values of kurtosis. Section 4 contains a

discussion of the results and conclusions.

2. Proposed Confidence Interval

From (2) and (4), replacement of Z_,, with t_,, gives a proposed confidence
interval for o of

Exp{In c¢S* —t

Se}< o <Exp{IncS® +t,,, ,Se} (5)

al2,v
where t, is the (1-o/2) 100" percentile of the t-distribution with v = n—1 degrees of

freedom and ¢ = n/(n- t,) is as stated in (3).
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In (5), we modify the definition of Se given in (3) as follows. For non-normal

distributions, we propose the median as an estimator of . On substituting the trimmed
mean m in (4) with a median value, we obtain the estimator of y, as
n
4
Ny (X; —med)
i=1

Vi

= - (6)
(Z(Xi -X)?)?

where med is the median. A pooled estimator of y,that uses both prior and sample

kurtosis information is given by:

—~ /

-~ N -+ N

v o a 7/4. %
N, + N

3. Simulation Results
Using 50,000 Monte Carlo simulation samples from programs written in R, we
obtained the estimated coverage probabilities for o for the normal distribution formula (1),

the Bonett formula with and without a prior kurtosis estimate (2), and our formula also
with and without prior kurtosis (5). In our formula the estimated values of )4 were
obtained either from (4) or the pooled estimator (7), and the sample estimates of u

were used either the trimmed mean or the median. The simulation results are reported
in Tables 1 and 2.

We chose a = 0.05. It can be seen from Table 1 that the new formula performs
better than the Bonett formula for all of the six distributions studied. A comparison of the
coverage probabilities in Tables 1 and 2 shows that for non-normal distributions the

formula with kurtosis information appreciably improves the coverage probabilities.

4. Discussion and Conclusions

In this paper, we have presented a comparison between coverage probabilities
for the confidence intervals for o obtained from the Bonett confidence interval (2) and
our modified Bonett confidence interval (5). Kabaila [2] and Niwitpong [4] have argued
that confidence intervals can only be evaluated solely on the basis of their expected
length when each of confidence interval has a minimum coverage probability 1-«

where « is a significance level. In this paper, some of confidence intervals (2) and (5)
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have coverage probabilities below the nominal level 1-« , (say 0.95).

We have

therefore compared only the coverage probabilities and not the lengths of the confidence

intervals (2) and (5).

Table 1 : Estimated 95% coverage probabilities of (1) , (2) and (5) for six non-normal

distributions.

Distribution n 1) 2) (5) Distribution n 1) ) (5)
10 0.993 0.970 0.996 10 0.874 0.938 0.995
. 25 0.997 0.950 0.996 25 0.833 0.912 0.987
Uniform t(5)
50 0.997 0.949 0.996 50 0.798 0.908 0.975
100 0.997 0.948 0.997 100 0.784 0.914 0.967
10 0.979 0.965 0.992 10 0.766 0.888 0.993
25 0.981 0.951 0.990 25 0.722 0.890 0.980
Beta(3,3) Exp
50 0.981 0.949 0.989 50 0.697 0.899 0.972
100 0.982 0.950 0.989 100 0.685 0.917 0.957
10 0.829 0.912 0.952 10 0.640 0.850 0.984
25 0.805 0.912 0.940 2 25 0.594 0.860 0.963
Beta(1,10) x (1)
50 0.798 0.925 0.948 50 0.565 0.880 0.950
100 0.793 0.935 0.959 100 0.562 0.900 0.944

Table 2 : Effect of prior kurtosis information on the 95% coverage probabilities of (5).

- - Bonett New formula (5)
Distribution No 7/4 n @ /:‘l o /jl med

200 1.8 25 0.945 0.995 0.999
Uniform 100 0.948 0.997 0.997
500 1.8 25 0.944 0.996 0.996
100 0.949 0.999 0.998
200 6.1 25 0.971 0.986 0.997
100 0.948 0.966 0.978
©) 500 7.0 25 0.981 0.991 0.998
100 0.962 0.974 0.979
200 79 25 0.959 0.965 0.965
Exp 100 0.941 0.960 0.969
500 8.5 25 0.968 0.985 0.993
100 0.952 0.957 0.974
200 12.2 25 0.950 0.960 0.961
2 100 0.934 0.954 0.954
Z (1) 500 13.6 25 0.964 0.975 0.975
100 0.947 0.950 0.965
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A modification for the Bonett formula for the confidence interval for o is given
by Bonett [1]. When prior kurtosis information is not used, this new confidence interval
gives better coverage probabilities than the confidence interval of Bonett [1] (see Table
1). When prior kurtosis information is used, our new formula (5) also gives an
improvement of the confidence interval, based on its coverage probability, compared to
the confidence interval given by the Bonett formula (2) (see Table 2). In both cases the
effect of replacing the population mean with the trimmed mean and the median has been
examined. We found that, for some non-normal distributions, estimating the population
mean with the median gives higher coverage probabilities than estimating the population
mean with the trimmed mean in the confidence interval given in (5). The simulation
results in both Tables 1 and 2 show that the new confidence interval for o is wider than
the confidence interval given in (2) especially for the cases of small sample sizes, i.e.,
n=10 and 25.
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