Thailand Statistician

July 2007; 5: 1-23

http://statassoc.or.th
Contributed paper

The Comparison of Efficiency of Control Chart by Weighted
Variance Method, Scaled Weighted Variance Method,
Empirical Quantiles Method and Extreme-value Theory for

Skewed Populations
Adisak Pongpullponsak*[a], Wichai Suracherkeiti [b], and Rungsarit Intaramo [b]
[a] Department of Mathematics, King Mongkut's University of Technology Thonburi,

Bangkok 10140 , Thailand.
[b] Department of Applied Statistics, Faculty of Applied Science, King Mongkut's Institute
of Technology North Bangkok, Bangkok 10800, Thailand.
*Author for correspondence; e-mail: adisak.pon@kmutt.ac.th
Received: 30 May 2006
Accepted: 3 January 2007.
Abstract
The objective of this study is to compare the efficiency of control chart by
Weighted Variance Method, Scaled Weighted Variance Method, Empirical Quantiles

Method and Extreme-value Theory for skewed populations. The efficiencies of control

chart are determined by average run length. The control chart in the study is Ychart.
Various values of the coefficient of skewness are 0.1, 0.5, 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0,
8.0 and 9.0. Various values of the level of the mean shift equals to 0g, 0.50, 1.00, 1.5¢,
2.00, 2.50, 3.00. The sample sizes are 3, 5 and 7. The data for the experiment are
obtained through the Monte Carlo Simulation Technique and the experiment were
constructed from 10,000 samples and repeated 1,000 times for each case. The result of
the study is that the data have Weibull distribution at coefficient of skewness 0.1, 0.5,
1.0, 2.0 and 3.0. The Scaled Weighted Variance Method has the most efficiency sample
size of 3 at coefficient of skewness 4.0, 5.0, 6.0, 7.0, 8.0 and 9.0. Extreme-value Theory
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Science 2006, organized by Faculty of Science, King Mongkut's Institute of Technology
Ladkrabang, 8-10 March 2006
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has the most efficiency sample size of 3, with Lognormal distribution at coefficient of
skewness 0.1, 0.5 and 1.0. The Weighted Variance Method has the most efficiency
sample size of 3 at coefficient of skewness 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0 and 9.0. The
Scaled Weighted Variance Method has the most efficiency sample size of 3, with Burr's
distribution at coefficient of skewness 0.1 and 0.5. The Weighted Variance Method has
the most efficiency sample size of 3, at coefficient of skewness 1.0, 2.0, 3.0, 4.0 and 5.0.

The Scaled Weighted Variance Method has the most efficiency sample size of 3.

Keyword: average run length (ARL), control chart, empirical quantiles, extreme-value

Theory (EV), skewness, scaled weighted variance (SWV), weighted variance (WV).

1. Introduction

A control chart originated in early 1920s, it has become a powerful tool in
statistical process control (SPC). The control chart has two types : parametric and non-
parametric control charts. The parametric one can be made immediately after data
gathering, while the non-parametric one needs to have the average values and standard
deviations of data simulated before making a chart. Non-parametric control chart is used
for both unknown parametric distribution and normal distribution which are suitable for
the large data set. Woodalland Montgomery [9] claimed that the distribution function has
only one format called Unimodal with either increasing or decreasing density. This type
of control chart depends on the model constructed by “Empirical Quantiles” which
involves the Bootstrap method [6,7], Kernel estimators and Extreme-value theory [8].
Adisak et.al. [2] had studied the efficiency of control chart by weight method i.e., SWV,
and WV, which considering the weight. Thus, it may not be the best way to construct a
control chart.

This study present the methods to construct the control charts in case of non-
normality distributions. We use WV, SWV, Empirical Quantiles and Extreme-value
Theory methods for skewed populations in three different distributions: Weibull
distribution, Lognormal distribution and Burr's distribution. We then compare the
efficiencies of control charts constructed by four different methods above for each
distribution.
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2. Materials and methods
1. Distribution
1. Weibull distribution

Density function
f(x;e,ﬁ):ﬁxﬂ’le‘(x’g)ﬂ x>0

Mean

Variance

v ) 5[]

Where @ :scale parameter

[ :shape parameter

In this study& =0.1,0.5,1, 2,3,4,5,6, 7, 8,9 and
[ =3.2219, 2.211, 1.563, 1.0, 0.7686, 0.6478, 0.5737, 0.5237, 0.4873, 0.4596, 0.4376

that relevant with coefficient of skewness at ¢, € {0.1,05,1,2,3,4,5,6,7,8, 9}

2. Lognormal distribution

Density function

_ —(Inx = )
i po)= xo(27)"? o ( 207 ) x>0
1)
Mean
p=Ex)=e""7
Variance
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Where €Xp (,u) : scale parameter

O :shape parameter

In this study ©=0.1,0.5,1, 2, 3,4, 5,6, 7, 8,9 and
0 =0.0334, 0.1641, 0.3142, 0.5513, 0.7156, 0.8326, 0.9202, 0.9889,
1.0446, 1.0911, 1.1307

that relevant with coefficient of skewness at

a, €1{01,051,2,3,4,56,7,8,9}

3. Burr’s distribution

Density function

kex © 7t
c K+ , X 2 0
f(x) (1 +X )
0 , x <0
(2)
Cumulative function
F(x) =1- 1 -
(1+x°)
F(/ +1j1_(k_ J +1]
c c
) / (k)
Mean
p=EX)=M,
Variance
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2. Control chart

2.1 Weighted Variance : WV Control Charts
The control charts, Choobinech and Ballard [4] proposed the theory of WV
method for skewness distribution data. This theory separate distribution into two parts
which are the mean of process and another one for constructing symmetrical distribution.

These distributions have the same mean but difference standard deviation. Hence,

Y Control Chart is:

Upper Control Limit: uc L )=( WUE

Central Limit; =X

D)
S/

Lower Control Limit; LC L )=( M/LE

Where W, and W, are the constant based on the sample size and P, estimator

Zk:25(x X, )

_i—l j=1
Px nxk
(3)
1 ,x=0
5(x)=
0 ,x<0

2.2 Scaled Weighted Variance : SWV X Control Chart

Castagliola [3] said that the scale weighted variance method separate
function into two parts £, (X) and £, (x) which are (X, u, O'L’ ,2P,) and which
are w(X;u,0),2P,)and w(X; i, 0,21 — P, ))respectively with Bell-shape
function. The center of bell shape function is £ and the second moments are (722 and

O'l'j2 and the area under curves are equal to 2P, and 2(1-P,).

Bell — shape probability function is
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K3/2¢ (X—,U)'\/;

(x, 1, t,x) =

X, U f f

So, the control chart is

Upper Control Limit: vl {4/ o -
UCL, = X+=L — % R

4(1 - ij
Central Limit: C L),( = ):(
Lower Control Limit: [ C [ = X — w, 1A dt1— aA R 4
2P, 4P,

Where W, and WV, are the constant of WV method ; X is type | error.

2.3 Empirical Quantile X Control Chart

The bootstrap method, introduced by Efron [6], is a powerful tool for
estimating the sampling distribution of statistic. LetXl*, X;, X; be an

independent and identically distributed sample with mean and variance. The standard

bootstrap procedure is to draw with replacement a random sample of size N

from X, X, ..., X, .Let Xl*, X; s X; are Bootstrap Sample

—_

X n is mean of subgroup

J—

X n is mean of Bootstrap Sample

5;, is standard deviation of Bootstrap Sample

FN is distribution Empirical Quantiles of Xl*, X; Y e X;

Let N = kn, with is n the subgroup size and k is the number of subgroups. Because the

X chart plots the subgroup sample means, the control limits should be obtained from

a (24 Vil
E and 1 — E quantiles of the sampling distribution of \/ﬁ(x N — XN ) Hence, this

sampling distribution can be approximated by bootstrap from any observation.
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PWNI(Xn = Xn) < x| F)) = PNN(Xo =) <X| F) )
From equation (5) leads to an alternative approach to constructing and ;chart for iid

observation by repeating the bootstrap procedure k times and form a histogram of the

resulting k terms of \/;(X/v — Xn) , and then locate the Y and 1 — Y quantiles.

a a
These are then used as the estimated Eand 1- E guantiles to obtain 7,,, So,

al2=PEN(Xn—Xn)<1,,]| Fy)
a/ZzP()_(S,qura,z/\/;l F)

In summary, we conclude that the Empirical Quantiles control chart obtained by 7,

which are constructed from repeating \/H(X/v - XN) of random sample of the

distribution (As shown in appendix equation(16),(18),(20))

The control limits of Weibull distribution is

Upper Control Limit: UCL= 0 + T4 al2) / \/;

Central Limit; CL=20

Lower Control Limit: ~ LCL= 6 + 7,21 N 6)

where

0 is sample mean of each subgroup

@ is sample mean
k
2.0,

5: =1
k

K is the number of sample class.
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The control limits of Lognormal distribution is
Upper Control Limit: UCL= u + T al2) / \/;

Central Limit: CL=pu

Lower Control Limit: LCL= p+17,,, /AN

where

M is sample mean of each subgroup

M is sample mean

&
Z Hi
-1

K

ﬂ =
K is the number of sample class.

The control limits of Burr's distribution is

Upper Control Limit.:  UCL= K +7_,;, | \/;

Central Limit; CL=k

Lower Control Limit: LCL=k +7,,,]~n
where

K is sample mean of each subgroup

K is sample mean

K
2k
k = 4=t
m

M is the number of sample class

)

®)

©)

(10)
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2.4 Extreme-value Theory X Control Chart

To obtain Extreme value of X Chart, it must be estimated M,((’) by moment

k+ -1
method (As shown in appendix (24), (26), (28)). T(L from 2-8 is the gamma
B
function which

o(2) = [te ot z2>0
0

N
and z is the real number in gamma function table. Simulating data to estimate y , from

equation (14), we obtain Extreme value theory control chart. Hence, The control limits of
Weibull distribution is

Upper Control Limit:

(m I(kg))" 1

UCL: )((/(—/77) + (1 - (}/k/\ O)) )((k—m)M/((l)
Yk
Lower Control Limit:
ml(kal2)y, -1 - —
LCL= X, + K27 "L G oy X, oM

Yk
where

n

S m

T _a

Mi =
n

/7 is the number of class.

The control limits of Lognormal distribution is
Upper Control Limit :

miCkg)’s -1, -~
UCL= X, + (m I ‘]» (L= (7 A 0)) Xy M
Yk
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Lower Control Limit:
m (ke | 2))y —)
LeL= X, + N ;»7 L (G A O) Xy ME 12
k

where

N (r)
MI‘
Mk K=
n

/1 is the number of class.
The control limits of Burr’'s distribution is

Upper Control Limit:

m I( k 2
UCL = )((kim) ( ( Q)) (1 (7//(/\0)))((/( m)M(l)

7’/<
Lower Control Limit:
mi(kal2)y, - —w
LCL= X, + TGN "L G oy X, MY
Yk
where
N M(f)
—(n Z; x
M =
n
A o 1 (M(l))
Ve =Me+1-291- Me (14)

L ( /Vl(l)) -
Vi =Mi+1-231-—1
2 k
/1 is the number of class.

The sample sizes of this study are 3, 5 and 7. The value of the coefficient of skewness.

a; €{0.1,05,1,2,3,4,5,6,7, 8 9}. The values of the level of the mean shift equal

to 0o to 30 . The results of this study are simulated under:
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1. For WV method, Let & = 0.0027 for comparison the efficiency of
control chart with Weibull distribution, lognormal distribution and burr's
distribution.

2. For SWV method, Let & = 0.0027 for comparison the efficiency of
control chart with W eibull distribution, lognormal distribution and Burr's
distribution.

3. For Empirical using Weibull distribution, lognormal distribution and
Burr's distribution for method comparison the efficiency of control
chart.

4. For Extreme method, let & = 0.0027 for comparison the efficiency of
control chart with Weibull distribution, lognormal distribution and Burr's

distribution.

3. Results and discussion

3.1 The propose of this study is to compare the efficiency of control chart by
WYV, SWV for skewed populations i.e., Weibull distribution, lognormal distribution and
burr's distribution. From the study, the results are as a the following;

W eibull distribution data of skewness more than one has the shape of curve like
normal distribution and right skew, Shewhart chart gives the same result. Extreme-value
is good detect data which agree with M.B.Vermaat et.al. [8], is an extreme-value
appropriate non-normal distribution. At coefficient slightly less than or equal to 1 the
shape of curve like exponential distribution, studied weight variance method which agree
with Adisak et.al.. [2]. Examine control chart is appeared at coefficient 0.1, 0.5, 1.0, 2.0
and 3.0 by SWV method is efficient with most width of control limits and ARL but at
coefficients 4.0, 5.0, 6.0, 7.0, 8.0 and 9.0 by EV method is efficiency with most width of

control limits and ARL is maximum, see Figure 1.
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35.00

30.00
——wv
25.00
2000 A\ —l— swv
5':: 15.00 \§\ —A—EQ
10.00 o
5.00 \\

01 05 10 20 30 40 50 60 70 80 90

Coefficient of Skewness

Figurel. Comparison ARL of Average Control Chart (n=3:0 0") between WV, SWV,EQ
and EV for data from Weibull distribution.

Lognormal distribution data of skewness more than one has the shape of the
curve like normal distribution and right skew, Shewhart chart give the same result, but
detect data not good as non-normal distribution theory which agree with Adisak et.al..
[1] .Examine control chart is appeared at coefficients 0.1, 0.5 and 1.0 by WV method is
efficient with most width of control limits and ARL is maximum, but at coefficients 2.0,
3.0, 4.0, 5.0, 6.0, 7.0, 8.0 and 9.0 by WV method is efficient with most width of control
limits and ARL is maximum, see Figure 2.

30.00

25.00

20.00 *— wv

—— swv
15.00

ARL

EQ
10.00

2 EV

5.00

0.00

0.1 0.5 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0

Coefficient of Skewness

Figure 2. Comparison ARL of Average Control Chart (n=3:0 0" ) between WV,
SWYV,EQ and EV for data from Lognormal distribution.
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Burr's distribution data of skewness more than one has the very skew shape of
curve, when k increase shape of curve like Weibull distribution lead to weight variance
method which agree with Adisak et al. [2]. Examine control chart is appeared at
coefficients 0.1 and 0.5 by WV method is efficient with most width of control limits and
ARL is maximum, but at coefficients 1.0, 2.0, 3.0, 4.0 and 5.0 by SWV method is efficient
with most width of control limits and with maximum ARL, see Figure 3.

45.00
40.00
35.00
30.00 —wv
_,  25.00 —— swv
[0
< 20.00 EQ
15.00 v

10.00
5.00
0.00

0.1 0.5 1.0 20 3.0 40 50 6.0 7.0 8.0 9.0

Coefficient ofSkewness

Figure 3. Comparison ARL of Average Control Chart (n=3:0 0" ) between WV,
SWV,EQ and EV for data from Burr's distribution.

3.2 Data are shifted right skewed increasing and average run length decrease.
Then control chart increase in efficiency .In this study Weibull distribution with
coefficients of skewness 0.1, 0.5, 1.0, 2.0 and 3.0, by Scaled Weighted VVariance Method
is the most efficient. At coefficients of skewness 0.4, 5.0, 6.0, 7.0, 8.0 and 9.0, Extreme-
value Theory is the most efficient. Data with Lognormal distribution at coefficients of
skewness 0.1, 0.5, 3.0 and 1.0, Weighted Variance Method has the most efficient. At
coefficients of skewness 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0 and 9.0, Scaled Weighted
Variance Method is the most efficient. Data with Burr's distribution at coefficient of
skewness 0.1 and 0.5, Weighted Variance Method is the most efficient at sample size of
3. At coefficients of skewness 1.0, 2.0, 3.0, 4.0 and 5.0, Scaled Weighted Variance
Method is the most efficient.
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4, Conclusion

Studied ()?) control charts are constructed by Weighted Variance Method,
Scaled Weighted Variance Method, Empirical Quantiles Method and Extreme-Value
Theory for skewed populations. We found that all distributions give the best results
when each sample size is three and the results are as follows:
e Under Weibull distribution
Scaled weighted variance method is the most efficient one when coefficients of
skewness are 0.1, 0.5, 1.0, 2.0 and 3.0. At the rest of coefficients of skewness: 4.0, 5.0,
6.0, 7.0, 8.0 and 9.0, extreme-value theory is the most efficient.
e Under Log-normal distribution
Weighted variance method is the most efficient one when coefficients of
skewness are 0.1, 0.5, and 1.0. At the rest coefficients of skewness: 2.0, 3.0, 4.0, 5.0,
6.0, 7.0, 8.0 and 9.0, scaled weighted variance method is the most efficient.
e Under Burr's distribution
Weighted variance method is the most efficient one when coefficients of
skewness are 0.1 and 0.5. At the rest coefficients of skewness: 1.0, 2.0, 3.0, 4.0 and 5.0,

scaled weighted variance method is the most efficient.
SUGGESTIONS

1. For Weibull distribution data, we ought to use scaled weighted variance method
if the coefficient of skewness is 0.1, 0.5, 1.0, 2.0 or 3.0, but use extreme-value
method if the coefficient of skewness is 4.0, 5.0, 6.0, 7.0, 8.0 or 9.0.

2. For Log-normal distribution data, we ought to use weighted variance method if
the coefficient of skewness is 0.1, 0.5 or 1.0, but use scaled weighted variance
method if the coefficient of skewness is 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0 or 9.0.

3. For Burr's distribution data, we ought to use weighted variance method if the
coefficient of skewness is 0.1 or 0.5, but use scaled weighted variance method
if the coefficient of skewness is 1.0, 2.0, 3.0, 4.0, or 5.0.

4. We may study data under other distributions such as student’s t distribution.
Control charts may be constructed by other methods such as Example by

Cowden [5], and Kernel.



Adisak Pongpullponsak 15

APPENDIX

Estimator of \/;(XN — Xn) of Weibull distribution

f(x;0,p) = Hﬁﬂxﬂ‘le(“g)ﬂ x>0 (15)
n _n (ﬁ/?
By x[e T
Lx:0, p) = —=— 16

n

INL(x;6,6) =ninf+(F-1)In> x, —Z(%)ﬂ —nping

0 . _ g (Xiypay Xiy B
e S A O NG R O N R
B Ky 0B
“9 2 = 0
B<n Xivg _ 1B
9;(0) )
-~ Xivg B0 _
ACY 0 5"
) " 1/p
dox; | D x!
azizll/ﬁ = | 4L
n n

O intix 0 = Fmx — (X W 2 pine -
%InL(X,e,ﬂ)_ﬁ+;Inx, ;(9] In(ej nind =0
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:% ZInx _%zl( j ();’j—lnG:O )

Estimator of \/;(X/v - X/v) of Lognormal distribution

flx; u,0)= ;ts’{m;f’fJ : x>0 (18)
O oen |
LS -2
L0 1, 0) = e 2 H" (19)
> x,0"(2x)"?
i=1

In L(x; p, a):—lnzﬂ:x, —nlna—%ln(Zn)— 212 Zﬂ:(ln X; — p1)?
O j—

/=1

0 0 1
alnL(X,[u,G):a?;(lnxl—IU)ZO
3 (nx, —u)=0
/=1
/w:ilnx,
/=1
Zn:lnx,
Iu_i=l
n
0 n 1
glnL(X IUO'):—;'F?IZ_;(“‘]XI—IIJ) =0
23 nx, - uf =2
O ja
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> (Inx, - o)
O_Z — /=1
n
n 1/2
Z(Inxi _/U)Z
o = |
n
Estimator of \/;()_(:v - )=(N) of Burr’'s distribution
c-1
f(x;c,k)zkcx—+1 ; x>0 (20)
(1+ch(
kncnixic—l
Lix;c k)= —-2— (21)
Z(]_—G-Xc)kﬂ
i=1
InL(x;c,k)=nink +nlnc +(c —l)lnzn:x, ~(k +1)Inzn:(l+x”)
/=1 /=1
0 : 70y ¢) -
8—kInL(x,c,k)_ p InZ_ll(1+x, ) 0
n 4 c
i In ; (1 + X )
n
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Z":Inx, (/(+1)Inzﬂ:(1+xf)xflnx,
:E+i=1n - = p =0 22)

Estimator of M,E') of Weibull distribution

M = e - ) |

By Binomial Theorem so

e

/=0

0 916
zﬁ]?xlﬂ/}—i—le—(x/e)/’dx
o’ 5
x\' x’
x? :yeﬂ
x=y""¢
1
ax = Eyﬂ Oay
ﬂ " 1 k+p—-i-1 1
E(Xkl)zé’_ﬁ'o[[yﬂgJ e” =y’ Oay
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from eqution (2-7) so

R O

/=0

Estimator of M,((r) of Weibull distribution

M = |E e - ) |

By Binomial Theorem so

M = {

/

ko U}(— u) Ex )} (25)
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give y=Inx
x=er
ax =e’ay
SO

K _ i k=T
M = Z(/j(— uyorie" (26)

=0
Estimator of M,E’) of Weibull distribution

M = |E (e - ) |

By Binomial Theorem so

=0 \ !

- [§[aree ]
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from eqution (2-7) so

!

k—i k-i\]
(K 'mrm— p 11+ ;
M) = [ ij(—u)'
=0

8)
)



Adisak Pongpullponsak 23

References

(1]

Pongpullponsak, A., Suracherkeiti, W, and Itsarangkurnnaayuttya, K., A Comparison
of Robust of Exponential Weighted Moving Average Control Chart Shewhart

Control Chart and Synthetic Control Chart for Non Normal Distribution, Proceeding

th
4 Applied Statistics Conference of Northern Thailand, Chiang Mai, Thailand., May
23-24(2002).

[2] Pongpullponsak, A., Suracherkeiti, W., and Kriweradechachai, P., The Comparison

(3]

[4]

(5]

(6]

(7]

(8]

9]

of Efficiency of Control Chart by Weighted Variance Method, Nelson Method,

th
Shewhart Method for Skewed Populations, Proceeding: 5  Applied Statistics
Conference of Northern Thailand, Chiang Mai, Thailand., May 27-29(2004).

Castagliola, P., X Control Chart for Skewed Populations Using a Scaled
WeightedVariance Method. International Journal of Reliability, Quality and Safety
Engineering, 2000; 7: 237-252.

Choobineh, F., and Ballard J.L., Control Limits of QC Charts for Skewed Distribution
Using Weighted Variance. IEEE Transactions on Reliability, 1987; 36: 473-477.
Cowden, Statistical Methods in Quality Control, Prentice-Hall, 1957.

Efron, B., Bootstrap Methods: Another Look at the Jackknife. Annals of Statistics,
1979: 7; 1-26.

Liu, RY., and Tang, J., Control charts for dependent and independent
measurements based on bootstrap methods. Journal of the American Statistical
Association, 1996; 91: 1694-1700.

Vermaat, MB., lon, RA., and Ronald, JMM., A Comparison of Shewhart Individual
Control Charts Based on Normal, Non-parametric, and Extreme-value Theory.
Quality and Reliability Engineering International, 2003; 19: 337-353.

Woodall, WH., and Montgomery, DC., Research Issues and Ideas in Statistical
Process Control. Journal of Quality Technology, 1999; 31: 376-386.



	Thailand Statistician
	July 2007; 5: 1-23
	http://statassoc.or.th
	3. Results and discussion
	4. Conclusion


