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Abstract

A simple significance test for comparing two correlation coefficients estimated
from independent samples is given. The test proposed is exact under very mild
conditions on covariance matrices. Confidence interval of the difference in correlation

coefficients is constructed for special cases.
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1. Introduction

Quite often the researchers have two independent samples, each randomly
selected from a bivariate normal population. If the research workers can assume that the
two correlations are equal, then it is desirable to obtain a pooled estimate of the common
population correlation coefficient, and the pooled estimator is more efficient than any of
the individual estimates. However, the test used is usually an asymptotic one, based on

the Fisher z-transformation, for example see Kendall and Stuart [1]. Here we present an
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exact test under mild conditions. In fact, in a regressive or conditional set-up, the

proposed condition is quite natural if x; and x, are controlled factors and y = y; =y,

(see Section 2).

Let (in, Y]-i),i =1,..,nand j = 1,2 be two independent samples of size n from

the bivariate normal populations,

2
N, { (”xl) ( Ox,
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Hy,) "\ po0y, 0y,

respectively.

The hypothesis of interest is

Ho:p1 = p2
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where corr(X,,Y;) = p; and corr(X,,Y,) = p,. Several authors have studied tests for the

hypothesis Ho in relation (1) including Hotelling [2] and Aitken et al. [3]. In the next

section we derive an exact test for Ho. In Section 3, we give results for confidence

interval of the difference between two correlation coefficients.

2. Paired t-test for Ho
Let

W= XI_XZ'

and

Z=Y1+YZ,

then

)
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Consequently if o, 0, = oy,0y, then

Hy:p, = p; © Hy:p(w,z) = 0.

Kshirsagar and Radhakrishnan [4] have given a likelihood ratio test fortesting

0Oy, 0y, = 0x,0,, When Ho is true. Now estimate p(w, z) by

Tim, (Wi—W)(zi—2) (4)

r(w,z) =
\/Z?q(wi-w)z IR, (2-2)?

For testing Ho: p(w,z) = 0 vs H1: p(w, z) # 0, reject the null hypothesis Ho (see
e.g. Pitman [5]) if

yn-2|r(w,2)]|
Tt (@), (5)

and for testing Ho: p(w, z) = 0 vs Hi1: p(w, z) > 0, reject the null hypothesis Ho if

Vn—2r(w,z)
% > t(n_z)(Z(x). (6)
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1+r(xy;) . _

Furthermore, the corresponding asymptotic normality of z; = %log ey =
777

1,2 also holds and approximate test based on (z; — z,)/ /ﬁ can be carried out with

large samples.

3. Confidence intervals for p; — p;
As presented in Section 2, p(w, z) can be used to test Ho: p; = p,. However, in
general, it cannot be used to obtain confidence intervals or bounds for the difference

p1 — p2 since it will involve unknown parameters Hx s By O, and oy, j =12 In this

section, we present the confidence intervals for p; — p, in the following case

car~w{().(). %)l

M {(0).(,, )} @

Hence,

w08 {G) (2, 72"} ®

By Anderson [6], n(X — u)’> (X — 1)~xt,y where a sample of size n is chosen

from N,(u, Z). Then a (1-2a)100% confidence interval for p, — p, is readily derived

L 2 p1— P2\ (W
2 ! 1 2 2
X21-a < nw 2) (P1 — Py 2 ) (Z_) <Xia

n

o LW +2%) + 2WwZ(py = p2)] < X ©)

= X%,l—a <
The relationship (9) is equivalent to

{L(p1 —p)? —2nwz(p; — py) + 2n(W? +2%) —4L >0 (10)

R(p1 — p2)? — 2nwz(p; — py) + 2n(W? + 22) —4R <0

where L=yx%, , and R= x5, Range of p, —p, that satisfies (10) constitutes a

corresponding (1-2a)100% confidence interval.
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The result can be readily generalized to the case where the mean vectors for

the two bivariate distributions are known and the variances are known and satisfy the

condition gy, 0, = 0y,0y,.

where F(p;) = %log

this, we can construct confidence intervals for F(p,) — F(p,).

Alternatively, we can use Fisher z-transformation:

1

zi=>lo

If n is sufficiently large, z; » N(F(p;

+p(xjy;) . _
1-p(x;y)’

1+r(xy;) .
1-1(x;y))’

)=

1,2, and thus z; — z, > N(F(p1) — F(p2), ’ﬁ) From

For illustration purpose, we simulate random samples of different sizes from the

bivariate distributions given in (7) with different values of p, and p, and construct 80%

and 90% confidence intervals for p; — p, and F(p;) — F(p;). The results are presented in

Table 1. Note that the fourth column shows the exact confidence interval for p; — p,

while the fifth column shows the asymptotic confidence interval for F(p;) — F(p3).

Table 1. Confidence intervals.

p1— P2 F(p1) — F(p2)

pr=03 n=30 =08 (-0.1063,1.989) (-0.6572,0.0396)
p, =03 =09 (-0.5275,1.9997) (-0.7565,0.1389)
n =40 cl=08 (-0.0523,1.9954) (-0.6202,-0.0250)

cl=09 (-0.4125,1.9977) (-0.7051,0.0599)

pr =05 n=30 cl=08 (0.0978,1.9932) (-0.5289,0.1679)
p, =03 =09 (0.0124,1.9956) (-0.6282,0.2672)
n =40 cl=08 (0.1078,1.9924) (-0.2481,0.3471)

cl=09 (0.0341,1.9930) (-0.333,0.4310)

pr =08 n=30 =08 (0.2786,1.9991) (-0.1388,0.5580)
p1=03 =09 (-0.2489,1.9995) (-0.2381,0.6573)
n =40 cl=08 (0.3391,1.9978) (0.4414,1.0366)

cl=09 (0.1352,1.9990) (0.3565,1.1214)

All simulations were done using R statistical package. When p; = p, =0.3, all

confidence intervals contain zero, which indicates insignificant difference between two
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correlation coefficients. When p; # p,, almost all confidence intervals do not contain
zero, which indicates significant difference between two correlations. We can also see
from the numerical results, the confidence intervals are quite wide with small sample

sizes and large confidence levels.

4. Conclusion

In the paper, an exact test is derived under mild conditions to test equality of
correlation coefficients of independent bivariate normal populations. The test pairs the
values of the random variables assuming that two samples are of the same size. In many
studies, however, such transformation may be natural. Confidence intervals for the

difference of correlation coefficients are also presented for the special case.
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