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Abstract: The efficiency enhancement with the Rule-based Method is a data
mining technique to study the relationship between credit borrowers and
deciding credit approval and reduce the risk of bad debt in the future. This
research aims to efficiency enhancement with the Rule-based method for credit
classification, which is the credit types data, numeric, and nominal used for the
category from the cooperative savings database by using the Gain Ratio as a
measurement unit of the sampling (Entropy) and filter to select important
variables. Therefore, the researcher uses the K-fold cross-validation method by
dividing the data to perform the test into equal K-part numbers into training and
testing data sets. Then Rule-based approach of data mining techniques in WEKA
software version 3.9.4viz Decision Table, RIPPER (JRip), OneR, and Partial Rule
(PART) to efficiency enhancement of the model for credit classification to get
more accurate and reliable by measuring the efficiency of the model with Recall,
Precision, and F-measure. The results of the research can be found that both the
Gain Ratio and the outlier data filter can make the efficiency of the model with
the Rule-based method using the Partial Rule to get the highest Recall value of
4.1%, the highest Precision value of 4.0%, and highest F-measure value by 5.4%.
Besides, the Partial Rule can make the model's efficiency for credit classification
get a Recall of 86.1%, Precision of 85.9%, and F-measure of 85.6%. Thus, all values
were more efficient than the Decision Table, JRip, and OneR.
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1. Introduction

Currently, financial institutions lending to incur income from interest
and aims to expand the size of the credit amount regardless of the quality of the
released loans will cause bad debt problems to affect financial institutions
lacking liquidity in the system. Generating the amount of more Non-performing
Loan must set aside reserves money for Non-performing loan that does not incur
the additional income that financial institutions are unable to expand lending as
a result of the problem of making financial institutions must set aside debt
reserves money a lot of money. When the bad debt or risk assets are high, that is
necessary to build financial stability and trust among members, depositors,
shareholders, and stakeholders [1]. To improve consideration and credit
approval by the rule-based methods, it is a data mining technique to assist in
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credit analysis in predicting credit borrowers from the model. It is a search for patterns or rules to build new
knowledge with large amounts of hidden data to make credit analysis more efficient. Therefore, this research
presents learning with rule-based methods, namely Decision Table, RIPPER (JRip), OneR, and Partial Rules
(PART) and uses the principle of the K-fold cross-validation to separate data sets into a learning data set and
testing data set, including the Gain Ratio is a measurement unit of the sampling (Entropy) and filter to select
important variables in comparing the model efficiency with the value of Recall, Precision, and F-measure
respectively. It was used to enhance the efficiency of the credit classification model obtained from the credit
database of the savings cooperatives.

2.Materials and Methods

The purpose is the efficiency enhancement of the model using the Gain Ratio for selecting variables’
importance and filtering out the outliers.

3. Theory and Literature Reviews
3.1 Theory
3.1.1 Data classification with Rule-based [2] is a model that shows a set of rules to have pattern
characteristics ‘IF-THEN’ by one of the rules shown in the form below.

IF condition THEN conclusion

Such as R1: IF age = youth AND student = yes THEN buys_computer = yes

For example, the R1 consists of two parts: the condition of 'IF' called 'rule antecedent’ or "‘precondition', which
includes a set of attributes that comprise the various conditions. The R 1 rule consists of attributes that indicate
characteristics of people of both attributes: age = youth and student (student = yes) [3]. The condition of the
rule will be linked to various attributes together with an AND symbol to indicate that the data must satisfy
the specified conditions. In the second part, it is called 'rule consequence’, and in the example of a rule, 1R can
be written as a rule.

R1: (age = youth) A (student = yes) = (buys_computer = yes)

If the record data x one according to the condition of the rule antecedent can tell that the R 1rule covers x
record data or x record is covered by the R 1rule. Therefore, when the data set is composed of multiple records
data, it will be able to find the percentage of all the records in the data set covered by the R 1rule, which it will
call the coverage percentage as coverage, which can be calculated as follows.

coverage (R) = Ncovers / 1D

Where neovers is the number of records in the data set covered by the R rule, and ID| is the number of records
of all data in the dataset.

The rule's coverage value is used to evaluate the rule's data classification efficiency and the measurement of
accuracy in the data classification of rules can be calculated as follows.

Accuracy (R) = Ncorrect / Neovers
Where neorrect is the number of records was classified correctly under the rules R
3.1.2 The Rule-based classification techniques in data mining used in research are as follows.
3.1.2.1 Decision Table Technique: [4]it is managing the group in a decision table style by taking the

results of learning from the input data to have similar data characteristics to be in the same group by the last
attribute of the table is used for determining the group to want to divide also.
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3.1.2.2 PART Technique: [5] it is managing the group by the results in the form of rules to take data of
each attribute as a condition in deciding the characteristics of the similar data to be in the same group by the
data value of the attribute has the continuous value to use the signs "<", "<=", "=>", ">". In considering the
discontinuous data part will use the sign "=" and use the condition "AND" for linking between attributes will
link till the last attribute to divide the groups.

3.1.2.3 RIPPER Technique: [6] It is a rule that results from dividing the data classification rules into
groups according to the target class and then using the pruning principle to select the rule more effectively

n_n

than the specified error rate to use the data prediction.

3.1.2.4 OneR Technique: [7] It is an algorithm that provides an easy and intuitive way by Rule-based
principles of creation for the classification by choosing the minor error value attribute for just one attribute to
be the class predictor of the data which will be got the data classification rule of a smaller number.

3.1.3 Gain Ratio

GainRatio value is a measurement unit of the sampling (Entropy) to be important in predicting and the
usability of the outlier data filter. When using knowledge gain to split the dataset, will be made inclination by
the considered attribute has a considerable occurrence value to make the higher knowledge gain: Gain(A)-
Info(D)—Infoa(D) =Info(D)- 0 =Info(D) from the inclination may arise from the knowledge gain and Info(D),
known as entropy of D is the mean of the amount of data required to identify a category of records in data set
which is dependent on the ratio of the number of the records corresponding to each category. [8] The
researcher tries to reduce the inclination by developing new data division indicators with normalization for
the knowledge gain and value calculation 'split information'.

D.
1082(u

D] D]

. - D]
Splitinfo, (D) = — Z — X
]':
By SplitInfoavalue (D) shows the amount of data to consider in the data set D into v subsets according
to the value in attribute A. From SplitInfo, (D) value, the calculation can find the gain ratio below.

. . Gain(A
GainRatio(A) = Sanio()A)
3.2 Literature Reviews

Almost every technique in data mining can create effective rule-based prediction models. Still, they
cannot make effective rule-based prediction models from the real data and many researchers were applied to
select more efficient variables as follows.

Phadung and Jaree [9] propose to develop an intrusion detection model and use four classification
techniques, including Decision table, Naive Bayes, RIPPER, and PART decision list in data mining. The
statistics used the percentage, Precision, Recall, and F-Measure. The research findings showed that RIPPER
has the highest Precision, up to 99.00%. Then, the PART decision list has a precision up to 98.20%. Follow by
Decision Table has the highest Precision, which is up to 97.50%. The lowest Precision is Naive Bayes 49.40%.
Therefore, the RIPPER model has the highest average significantly.

Nongluk et al. [10] compare the efficiency of data mining classification techniques between K-nearest
Neighbor (K-NN), Rule-based, and Decision trees by using the various parameters. The variant standard data
sets such as Spambase, Zoo, and Nursery from the UCI Machine Learning Repository were used by selecting
different parameters and characteristics. The accuracy and efficiency of each technique were analyzed and
compared by specifying various parameters. Moreover, the data set was tested in varied 12 models per test
set. The most accurate approach has more effective and appropriate for the characteristics of that data set.
Finally, the analysis results have shown that K-NN and Decision Tree techniques are suitable for the slight
attribute data set. At the same time, the Rule-based methods are appropriate for the massive attribute data set.

Kittisak [11] proposes a relationship between health conditions and diseases. The partial Rules algorithm
outperformed the Decision tree. The Precision and recall are 88.60% and 89.20%, respectively, and the F-
measure is 88.80%. A group of experts was invited to examine the obtained rules. Some inappropriate
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attributes and rules were eliminated. The outcome was 44 rules and these rules were embedded into the
automatic health screening system that allows people to examine their health condition by themselves.

Fadi et al. (2012) [12] propose investigating the Arabic text classification problem. In particular, four
different Rule-based classification approaches: Decision trees (C4.5), Rule Induction (RIPPER), Hybrid
(PART), and Simple Rule (One Rule), are evaluated against the published Corpus of Contemporary Arabic
text collection. Analyzing the experiment results, we determine the most suitable classification algorithms for
classifying Arabic texts.

Shafiullah et al. [13] propose improving the existing approach's performance. A rule-based learning
method using statistical analysis has been presented in this paper to select a unique classifier for the same
application. This study has been conducted using six classifiers, namely REP Tree, J48, Decision Stump, IBK,
PART, and OneR, with twenty-five datasets. WEKA tool has been used in this study to develop the prediction
model.

Rajalakshmi et al. [14] propose to help improve the quality of data. Discretization is dividing a continuous
attribute into a finite set of intervals to generate an attribute with a few distinct values. This paper handle
continuous values of the iris data set taken from the UCI machine learning repository. Data set used in various
classification algorithms, namely J48, Random Forest, REP Tree, Naive Bayes, RBF network, OneR, BF Tree,
and Decision Table. The performance measures are accuracy and error rate noted before and after
discretization.

Shathian [15] proposes using data mining techniques to apply knowledge from data mining as the
guidelines decision support credit approval. To study this experiment with harmonized data group classification
group 3 technical result rule is Decision Tree: C 4.5, Decision Tree: Partial Rules and Decision Tables trial
results found that classification groups Decision Tree: Partial Rules, the result is maximum is 72.7 % by data
classification.

4. Research Methodology

In this research, the researcher divided the research methods as follows.

4.1 Data Collection: All the data are collected inl4 attributes, especially age, sex, status, revenue,
occupation, province etc. Also, there is a data set to use in the study to be a number of 2,404 records from the
savings and credit cooperative limited database. Afterwards, the data is converted into the CSV file format to
use in the credit consideration, as shown in Table 1 and Figure 1.

Table 1. Attributes for the research

Attributes Attributes Type Meaning
Age Numeric Age
Sex Nominal Male,Female
Status Nominal Family, Single
Member Period Nominal Year
Salary Numeric Income
Capital stock Numeric Number of capital stock
Collateral Nominal Estate, Capital stock, Bank account
Approval Numeric Credit Limit Current
Instalment Numeric Payment
All instalments Numeric Term
Objectives Nominal Consumption,House,Car,Business
Occupation Nominal Governmental, Private ,Freelance
Address Nominal Rural ,Suburb , Town

Class Nominal Normal, Risk
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Figure 1. The number of credit data set before preprocessing

4.2 Data preprocessing: [16] Data transformations of the attributes analysis or the selection of variables
are important for forecasting with Gain Ratio. Outlier data filters with the Gain Ratio will be used for creating
trees. If any data is not classified with C4.5, the outlier data will be removed from the above preparation
dataset, decreasing the data by only 1.33,% as shown in Table 2.

Table 2. The number of data before Rule-based methods

Class Raw data GainRatio Outlier filter
Normal 1,850 1,850 1,823

Risk 554 554 549

Total 2,404 2,404 2,372

As for filtering out the outliers, it is an outlier by detecting an error value in the data set that is higher than or
lower than normal. It cannot be classified in any group and falls outside the group. For example, no outlier is
the value at 2,372 and yes outlier is the value at 32. Thereby, it should be discarded by an outlier of 32 values
as in Figure 2 and Figure 3 . Besides, one raw data set was not filtered out of the attributes. In contrast, the
same raw data set was filtered out the attributes by Gain Ratio. Afterwards, both groups were predicted by
Rule-based methods. Therefore, it was found that the results of the testing are different from Table3.
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Figure 2. Before filtering out the outliers of the credit data set
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Figure 3. The number of credit data set after filtering outlier

4.3 Modeling: A prediction modelling by Rule-based can choose four methods, namely Decision Table,
PART, RIPPER, and OneR. Therefore, the efficiency measurement of the model experiments to divide 2data
sets into a training data set and a testing data set using the -10fold cross-validation principle by dividing the
data into several parts )K-fold cross-validation) for example, 10-fold cross-validation. It is to divide the data
into 10 parts. Each of the parts has a number of the data equal parts. After that, [17] the data of one part is used
to test the model's efficiency to cycle until the complete number of splitting and use Recall, Precision, and F-
measure value demonstrates the model's efficiency below.

4.3.1 Recall is a measurement of correct of the model by considering the separation of each class: Recall
=TP / TP+FN

4.3.2 Precision is a measurement of the model accuracy by considering the separation of each class:
Precision = TP / TP+FP

4.3.3 F-measure is a simultaneous measurement of Precision and recall of the model by considering the
separation of each class: F-measure = 2*(Precision*Recall) / Precision+Recall

Where accuracy is a measure of the model's accuracy by considering including all classes.

5. Results

Classification by Decision Table, JRip, OneR, and PART with each method and the efficiency
measurement of the model by Recall, Precision, and F-measure. The test results of Table 3, Figure 3, Figure 4,
and Figure 5 are as follows.

Table 3. Recall, Precision, and F-measure of Rule-based methods

Rule-based Recall Precision F-measure
methods Raw . . Outlier Raw GainRatio Outlier Raw GainRatio Outlier
(10-fold) g, CainRatio o data filter  data filter

DecisionTable 0.639 0.700 0.683  0.426 0.514 0.490 0.511 0.593 0.571
JRip 0.689 0.750 0.743  0.789 0.814 0.812  0.590 0.668 0.664
OneR 0.721 0.730 0.725 0.738 0.694 0.700  0.672 0.666 0.665
PART 0.762 0.820 0.861 0.766 0.819 0.859  0.740 0.802 0.856

Recall values were derived after selecting the variable which the method of Decision Table and JRip get
higher values at 6.10%. As for the technique of OneR, and PART is more value at 0.9% and 5.8%. Afterwards,
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the variable selection and filtering of the outlier decreased efficiency by 1.7%, 0.7%, and 0.5%, except that
PART increased by 4.1%. Therefore, it was found that the results of the method were shown the recall of the
model viz PART was the highest value at 86.10%, OneR was the value at 73.0%, JRip was the value of 75.0%, ,
and Decision Table was the value at 70% as Figure 4.

Recall

1
0.8
0.6
0.4
0.2
0

DecisionTable JRip OneR PART

M Recall Raw data W Recall GainRatio Recall Outlier filter

Figure 4. Recall values of the prediction rule

Precision values were derived after selecting the variable which the method of Decision Table, JRip and
PART get higher values at 8.8%, 2.5%, and 5.3%. The method of OneR decreased by 4.4%. Afterwards, the
variable selection, and filtering of the outlier, the efficiency is reduced by 2.4% and 0.2% except for OneR, and
PART is increased by 0.6% and 4.0%. Therefore, it was found that the results of the method were shown
Precision of the model viz PART was the highest value at 85.9%, OneR was the value at 73.8%, the JRip was
the value at 81.4%, and Decision Table was the value at 51.4% as Figure 5.

Precision

1
0.8
0.6
0.4

0

DecisionTable JRip OneR PART
B Precision Raw data M Precision GainR lata

Precision Outlier filter
Figure 5. Precision values of the prediction rule

F-measure values were derived after selecting the variable in which the Decision Table, JRip, and PART
get higher values at 8.2%, 7.8%, and 6.2%. As the method of OneR is decreased by 0.6%. Afterwards, the
variable selection, and filtering of the outlier, the efficiency is reduced by 2.2%, 0.4%, and 0.1%, except for
PART is increased by 5.4%. Therefore, it was found that the results of the method were shown the F-measure
of the model viz PART was the highest value at 85.6%, OneR was the value of 67.2%, JRip was the value of
66.8%, and Decision Table was the value at 59.3% as Figure 6.
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Figure 6. F-measure values of the prediction rule

6. Conclusions

The efficiency of the predictive rule model (Rule-based) uses the Gain Ratio to select the attributes and
choose the data with the outlier to remove them. The model was used to compare four methods: Decision
Table, JRip, OneR, and PART. Consequently, the results were found that both the Gain Ratio and the outlier
filter to make the model's efficiency get PART method by the higher recall at 4.1%, higher Precision at 4.0%,
and higher F- measure at 5.4%. Therefore, the PART method created the model with a Recall of 86.1%,
Precision of 85.9%, and F-measure of 85.6%. Hence, all values were higher than the method of Decision Table,
JRip, and OneR, respectively. Furthermore, the researcher studied the data structure, data cleaning, and data
reduction to choose an appropriate PART model to apply as a guideline for future credit approval of savings
cooperatives.
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