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Abstract: Crop price forecasting is crucial for farmers, policymakers, and 

investors. This paper aims to propose suitable machine learning models for 

forecasting Thailand’s maize prices by implementing and comparing various 

machine learning algorithms, including regression trees (RT), support vector 

regression (SVR), ensemble bagging with RT and SVR as the base learner (Bag-

RT and Bag-SVR), and random forest (RF). The dataset used in this study is 

collected from two main sources: the Office of Agricultural Economics in 

Thailand (OAE) and the investing.com website from January 2002 to August 

2023, consisting of 260 records and 53 features. Given the dataset's numerous 

independent variables, we applied the recursive feature elimination combined 

with the Pearson correlation feature selection method to reduce feature 

dimensions by focusing on the most relevant features. The prediction models 

were trained using 10-fold cross-validation and evaluated using three metrics: 

R-squared (R2), mean absolute error (MAE), and root mean square error (RMSE). 

The top-performing model, Bag-SVR, achieved the best R2 value of 0.961, MAE 

of 0.234, and RMSE of 0.315, followed by the SVR model with R2 value of 0.959, 

MAE of 0.251, and RMSE of 0.333. In contrast, the RT model demonstrated the 

lowest performance scores with an R2 value of 0.846, MAE of 0.44, and RMSE of 

0.617. In conclusion, our study emphasizes the influence of feature selection on 

model performance and showcases the potential of machine learning models for 

accurate maize price forecasting in Thailand. 
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1. Introduction 

The agricultural sector is important for global economic stability and 

food security. The cultivation and trade of agricultural crops are particularly 

crucial, as they substantially impact international markets and complex food 

supply networks [1]. Thailand is among the Southeast Asian nations whose 

economies are still heavily dependent on agriculture. In 2020, it significantly 

contributed THB 1.36 trillion to the country's gross domestic product (GDP), 

representing 8.65% of the overall GDP [2]. Additionally, around 30%  of the total 

labor force, which includes 6.4 million households, is involved in agricultural 

activities, emphasizing its role in providing rural employment and generating 

income [3]. Thailand is known for its diverse agricultural landscape and 

substantial maize production. Maize is one of the most widely cultivated crops 

in Thailand. It serves two important roles as feed livestock and as a resource for 

food and industrial applications. Forecasting maize prices is a complex and 

challenging task due to the volatile nature of agricultural markets and the 

influence of various factors such as weather patterns, supply and demand, 
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import and export, and other economic conditions. Therefore, accurate maize prices forecasting is not just an 

economic concern but also an urgent task. 

Traditionally, forecasting maize prices in Thailand relies on farmers' experience, historical data, and 

expert opinion, which often fail to capture the complex patterns and non-linear relationships that define the 

country's current agricultural markets. But with the advance of modern technology like artificial intelligence 

and machine learning, along with the power to analyze vast datasets using high-performance computing, this 

limitation has led to a growing interest in utilizing machine learning algorithms to enhance the accuracy and 

timely agricultural price predictions [4, 5]. 

This research paper aims to tackle this issue by investigating the utilization of machine learning 

algorithms to construct predictive models that can improve the accuracy of maize price forecasts in Thailand. 

These models could benefit more than farmers and agribusinesses but also make food more secure, assist the 

government in creating better policies, and maintain market stability. The following two main objectives drive 

this paper: 

1) Utilize the feature selection method to identify the most relevant features. This process helps to 

reduce the dataset’s dimensionality, leading to improved computational efficiency and enhancing 

the effectiveness of the prediction models. 

2) Employ various regression machine learning models to determine the one that demonstrates the 

most robust and effective performance in predicting maize prices in Thailand. 

This section reviews the literature relevant to our machine learning-based maize price forecasting 

research. We aim to situate our work within the broader context of previous studies while highlighting the 

gaps and opportunities that motivate our research. 

In the study related to the agricultural landscape, understanding factors influencing maize prices is 

really important. Exploring different studies helps us see how weather patterns, trade dynamics, and other 

factors contribute to the prediction and comprehension of maize pricing. Climate variables like temperature 

and rainfall were used to forecast the yield and price of corn and soybeans for Hancock County in Illinois, 

United States [6]. Significant information concerning how fluctuations in the prices of rice and wheat can 

influence corn prices, even though these crops can be used interchangeably as essential food sources for 

various needs [7]. The correlations between production and consumption, import and export volume, and 

supply and demand were examined to identify the main factors influencing maize prices in Chinese markets 

[8]. In addition to economic and environmental factors, currency rate fluctuations were used to impact 

agricultural goods trade between China and Africa [9]. These collective studies highlight the necessity of 

economic and environmental data to provide a complete understanding of the factors influencing maize prices. 

The process of selecting key factors holds significant importance, directly impacting the precision of 

crop price prediction. Several studies have explored different feature selection methods, showcasing their 

effectiveness in finding the most important features from large datasets to enhance the accuracy of predicting 

crop prices and market trends. The variables that affect agricultural prices in India, including total area for 

planting, supply forecasts, government regulations, consumer needs, and producer supply for products 

derived from agriculture, were investigated. With many features in the dataset, the author employed the 

feature concatenation approach to select only the feature representative from weather data, data quality, and 

Agmarknet data [10]. A modified recursive feature elimination (MRFE) technique was introduced, proving 

highly effective in selecting relevant features. Combined with the bagging ensemble technique, this approach 

achieved an impressive 95% accuracy rate in predicting land suitability for crop cultivation [11]. The 

effectiveness of combining the recursive feature elimination (RFE) technique with the adaptive bagging 

classifier for precise crop suitability prediction was emphasized in the study by [12]. Various factors, including 

plant population, planting dates, environmental elements, and partial in-season weather knowledge, were 

analyzed to forecast corn yield in three US Corn Belt states: Illinois, Indiana, and Iowa. The study employed a 

three-stage feature selection process involving consultation with domain experts, utilization of random forest 

feature importance, and Pearson correlation analysis, effectively reducing the initial set of 597 features to 72. 

An optimized weighted ensemble technique was also applied to those selected features, achieving the best 

performance with a relative root mean square error (RRMSE) of 9.5% [13]. Leave One Out Cross-Validation 

(LOOCV) was employed on a relatively small dataset consisting of 168 samples and 10 variables, utilizing 

principal component analysis (PCA) to reduce the feature set from 10 to 7. This study found that the ensemble 
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models with two, three, or four base learners outperformed individual models for predicting future corn prices 

[14]. These approaches highlight feature selection's crucial role in improving crop price-prediction models.  

Agricultural price forecasting is a vibrant field of research that encompasses diverse scenarios, 

including stock price prediction [15], energy load forecasting [16], traffic forecasting [17], and crop yield 

prediction [18]. Within the scope of time series prediction, numerous traditional machine learning models 

have been introduced, such as Ridge and LASSO regression [19, 20], Gaussian processes [21], support vector 

regression [22],  as well as modern deep learning techniques like LSTMs [23]. Beyond these single models, 

various ensemble models were proposed to improve prediction accuracy by combining the strengths of 

multiple base learners [24, 25]. Recent studies have explored traditional and ensemble machine learning 

models to predict commodity prices. These investigations highlight the effectiveness of diverse techniques in 

accurately forecasting prices within different agricultural markets. A combination of econometrics and 

ensemble machine learning models was employed to predict corn and sugar price in Brazil. Their findings 

revealed that the SVR model outperformed other models because of the small dataset with a remarkable R2 of 

0.99 and 0.979 and a low MAE of 0.287 and 0.430 for corn and sugar, respectively [26]. Multiple linear, Ridge, 

and Lasso regression models were implemented to predict maize prices in Thailand. The authors introduced 

Pearson correlation analysis and stepAIC function, reducing the initial feature set from 47 to 27. Utilizing the 

selected features, the multiple linear regression model outperformed other models, achieving an R2 value of 

0.94, MAE of 0.31, and RMSE of 0.50 [20]. 

From a literature review, our study explores the complex landscape of maize prices forecasting in 

Thailand, considering multiple factors. We aim to fill these research gaps by underscoring the significance of 

feature selection, emphasizing its capacity to improve accuracy while reducing the number of features. 

Furthermore, we explore various machine learning algorithms, including individual models and ensemble 

bagging techniques, to effectively address the challenges of constructing maize price-prediction models. The 

structure of this paper is as follows: In Section 2, we provide detailed data used in this study and explain the 

key theories supporting our research. The results and discussion are presented in Section 3. Finally, in Section 

4, we conclude. 

2. Materials and Methods 

2.1 Dataset 

The dataset is essential to our study since it provides insightful information and ensures our research 

findings' robustness. We present an overview of the dataset used in our study, which was collected from two 

primary sources. 

2.1.1 Office of Agricultural Economics Dataset 

 We acquired historical data on maize prices in Thailand from January 2002 to August 2023 through 

the Office of Agricultural Economics (OAE). This dataset includes a wide array of monthly historical data 

encompassing numerous variables. This study focuses on the dependent variable, which is the price of maize 

sold by Thai farmers in Thai baht per kilogram. The independent variables cover various aspects of maize and 

cassava, such as the total planting land area, crop price, crop yield, rainfall, import and export volumes, import 

and export values, and the price change of both crops. Overall, this dataset contains 48 variables and 260 

observations. 

2.1.2 Investing.com Dataset 

 The dataset from the Investing website (https://www.investing.com) is a comprehensive repository 

containing various crop prices and additional relevant data. It offers records at hourly, daily, and monthly 

intervals, making it suitable for our research needs. In the existing literature, [7] have examined the correlation 

among agricultural commodity prices, such as wheat, rice, and corn, which can serve as alternative crops. Our 

study aims to identify potential factors influencing maize prices, explicitly looking at soy and sugar prices. 

Additionally, the exchange rate of USD and Thai Baht data was collected, considering its relevance to import 

and export activities in the global market [9]. This dataset has 260 records and 5 independent variables, 

covering January 2002 to August 2023. 

The descriptive measure of the target variable (maize prices) alongside the prices of alternative crops 

is shown in Table 1. In contrast, Figure 1 illustrates the trend of monthly maize prices in Thailand over the 

entire period covered by the dataset. 
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Table 1. Descriptive measure of maize prices and alternative crop’s price 

Descriptive 

Measure 
Maize Cassava Wheat Soy Sugar Rice 

Count 260 260 260 260 260 260 

Min 3.88 0.74 261.75 430.25 5.67 3.50 

Q1 5.99 1.23 427.06 848.87 10.94 9.83 

Q3 8.31 2.18 667.97 1305.37 18.66 14.82 

Max 11.60 3.15 1088 1754.37 33.97 21.48 

Mean 7.15 1.77 555 1026.92 15.14 11.97 

Std 1.71 0.57 177.55 316.56 5.85 3.65 

2.2 Methodology 

Investigating and using methods that improve forecasting accuracy become highly relevant in this 

setting. To enhance the clarity and dependability of decision-making, increasing forecasting precision is a key 

focus in our study. As such, this section will explore the key theories crucial to understanding how this 

research has developed. 

2.2.1 Data Preprocessing 

The data preprocessing step is a key component of getting data ready for training the machine learning 

model. First, due to the diverse scale of values among numerous independent variables, we applied the 

standard scaler technique to normalize and rescale all input variables to a range between 0 and 1. Second, we 

employed recursive feature elimination using a random forest model to select only the most significant 

features to maximize overall accuracy. Finally, Pearson correlation was applied to select only the strong linear 

relationship between input features and target variables. All these data preprocessing steps help to enhance 

the efficiency and effectiveness of machine learning algorithms and reduce the computational workload for 

building the prediction model. 

1) Standard Scaler: Standard Scaler is a technique used for feature scaling, specifically mean centering 

and variance scaling. This process does not change the shape of the feature's distribution but ensures that they 

all have the same scale to avoid potential issues where the magnitudes of certain features could mislead the 

machine learning models. This operation is performed independently for each feature in the dataset. As a 

result, the mean of each feature becomes 0, and the standard deviation becomes 1. The formula of the Standard 

Scaler function for each feature is shown in equation (1). 

Figure 1. Graph of monthly maize prices in Thailand 
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𝑍 =
𝑥 − 𝜇

𝜎
 (1) 

• x is the input feature 

• μ is Mean 

• σ is the Standard Deviation. 

 

 

2) Feature Selection: As discussed in the dataset description, the presence of numerous variables in 

the dataset can potentially lead to overfitting, reducing the ability of the predictive model to generalize to new 

observations. To solve this problem, we proposed two feature selection methods to reduce dataset 

dimensionality and ensure only the most relevant variables were selected for building the prediction model. 

The recursive feature elimination (RFE) method based on Random Forest was implemented in the initial stage. 

The RFE technique systematically evaluates the significance of each feature. It eliminates those that contribute 

the least to model performance, meaning to keep the feature set that leads to achieving the highest accuracy 

[11]. In the second stage, we applied a filter-based feature selection method called Pearson correlation, 

specifically when the input and target variables are quantitative. Pearson correlation is a statistical measure 

designed to quantify the strength and direction of a linear relationship between two continuous variables. It 

produces a correlation coefficient, represented by the letter "r" with values between -1 and 1. An "r" value close 

to 0 denotes a weak or nonexistent linear relationship, whereas an "r" value close to 1 or -1 indicates a strong 

positive or strong negative linear relationship. The formula produces a number between -1 and 1 by dividing 

the covariance of the two variables (the numerator) by the product of their standard deviations (the 

denominator), as shown in equation (2). 

Figure 2. Conceptual framework in this study 
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𝑟 =
∑(𝑋𝑖 − �̅�)(𝑌𝑖 − �̅�)

√∑(𝑋𝑖 − �̅�)2(𝑌𝑖 − �̅�)2
 (2) 

• r represents the Pearson correlation coefficient. 

• 𝑋𝑖 and 𝑌𝑖  𝑎𝑟e data points from the two variables being correlated. 

• �̅� 𝑎𝑛𝑑 �̅� represent the mean of the respective variables. 

 

2.2.2 Regression Trees 

Regression trees are a type of machine learning model employed in regression tasks. They operate by 

recursively partitioning the dataset into subsets based on input features, with each split chosen to minimize 

the variance of the target variable within each subset. Predictions are made at the tree's leaf nodes, typically 

by calculating the mean or median value of the target variable for the data points in that node. One of the key 

advantages of Regression Trees is their interpretability and visualizability, which allows for a clear 

understanding of how input features relate to the target variable. However, they are prone to overfitting, 

particularly when the tree becomes too deep [27]. 
2.2.3 Support Vector Regression 

Initially, support vector machines (SVMs) were introduced to solve classification problems and were 

later extended to support vector regression (SVR) to address the regression issue. The core concept behind this 

methodology involves identifying data points close to a hyperplane (known as support vectors) that maximize 

the margin between two classes of data points – those above and below the target variable. The difference 

between the target value and a certain threshold is used to calculate this margin. This approach aims to reduce 

structural risk in regression problems by minimizing the upper bound of generalization error rather than 

focusing on lowering training error [28].  Recognizing that many real-world problems exhibit non-linear 

characteristics, SVMs can incorporate the concept of Kernel functions, which enable the transformation of data 

into a higher-dimensional space and capture its inherent features. Various kernel functions are available, 

including Gaussian, Polynomial, Linear, and radial basis function (RBF) kernels. Support vector regression 

(SVR) offers advantages in this study when the dataset consists of several samples. However, a notable 

drawback when choosing the wrong kernel function can potentially lead to misleading or incorrect 

conclusions [29]. 
2.2.4 Ensemble Bagging Regressor 

In machine learning, the ensemble bagging regressor is a robust and adaptable approach frequently 

used with various base learners to significantly boost the performance of regression tasks. The key concept 

behind ensemble bagging is the creation of multiple base learners that collectively outperform the individual 

base model [30]. In our research, we take advantage of the power of ensemble bagging by combining it with 

two base learners named regression trees and support vector regression. 

1)  RT as a base learner (Bag-RT): Regression Trees are a foundational and widely used base learner 

in machine learning. They excel at capturing nonlinear relationships between features and target variables, 

making them well-suited for cases where data exhibits intricate and non-obvious patterns. By integrating 

ensemble bagging with Regression Trees, we aim to harness the advantages of both techniques. Ensemble 

bagging lowers the risk of overfitting and model variance by using diverse subsets of the training data 

(bootstrap samples) to train several instances of Regression Trees. The combination of these methods not only 

enhances model stability but also enables our model to generalize unseen data more effectively. The 

adaptability of ensemble bagging with regression trees is valuable when dealing with diverse and complex 

datasets, ultimately contributing to more accurate results. 

2) SVR as a base learner (Bag-SVR): SVR is a robust and versatile base learner known for its capability 

to model linear and nonlinear relationships between features and target variables. This versatility makes SVR 

an excellent choice when dealing with datasets with a wide range of complexities. Ensemble bagging with 

SVR is particularly effective in scenarios characterized by noisy data, complex feature interactions, and 

challenges in feature selection. The ensemble bagging technique mitigates the pitfalls of overfitting and 

variance associated with individual models. At the same time, SVR's ability to adapt to various data patterns 

ensures that our model remains adaptable and resilient. 
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The combination of ensemble bagging that integrates regression trees and support vector regression 

as the base learner illustrates our commitment to a comprehensive approach to predicting maize prices. Our 

goal is to maximize the predictive model's performance through ensemble bagging techniques combined with 

two strong base learners. Our model generates remarkably accurate forecasts through this strategy while 

effortlessly capturing complex data patterns. This creates a model that maintains adaptability and robustness, 

improving accuracy in making predictions for our research. 

3) Random Forest (RF): Random Forest Regressor is a robust ensemble machine learning algorithm 

for regression tasks. It leverages an ensemble of decision trees, each trained on a random subset of the data 

and features. Aggregating predictions from these trees provides robust and accurate predictions while also 

handling noisy data and overfitting. It's widely used across various domains and offers the benefit of feature 

importance analysis to understand the data [31] better. 

2.2.5 Hyperparameter Tuning 

Hyperparameter tuning is a vital step in developing robust machine-learning models. The choice of 

hyperparameters can significantly impact the performance and generalizability of the models. In our study, 

we employed Gridsearch CV, a popular optimization technique, to systematically explore hyperparameter 

combinations available from each machine learning model. In addition, K subsets (or "folds") with 

approximately the same size were created within the dataset using K-fold cross-validation. A different fold is 

used as the validation set, and the remaining K-1 folds are used for each iteration's training set. This process 

ensures that every data point is used for validation exactly once. The results from each fold are averaged to 

obtain a more robust performance and reduce the risk of overfitting. Typical values for K include 5, 10, and 

20, depending on the size of the dataset and the computational resources available. In our study, the value of 

K was set to 10 to evaluate these hyperparameter combinations through the Gridsearch CV function as part of 

the cross-validation process. This method allowed us to identify and select the most effective hyperparameters 

to improve model performance and accuracy. All Grid values and the hyperparameters chosen for each model 

in this study are shown in Table 8. 

2.2.6 Performance Measures 

Performance measures are critical tools used to evaluate the effectiveness and quality of machine 

learning models. These measures provide insights into how well a model performs, how accurately it makes 

predictions, and its overall reliability. In this paper, the model's performance is assessed using three metrics: 

R-squared (R2), mean absolute error (MAE), and root mean squared error (RMSE). The mathematical 

expressions for each of these metrics used for model performance evaluation are shown in the equation (3), 

(4), and (5). 

𝑅2 = 1 −
𝑅𝑆𝑆

𝑇𝑆𝑆
 (3) 

𝑀𝐴𝐸 =
1

𝑛
∑|𝑦𝑖 − �̅�𝑖|

𝑛

𝑖=1

 (4) 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦𝑖 − �̅�𝑖)

2

𝑛

𝑖=1

 (5) 

Where 𝑅2 is the coefficient of determination, RSS represents the residual sum of squares, and TSS 

represents the total sum of squares. n is the number of total observations,  𝑦𝑖 is the ith value observed for 

series and �̅�𝑖 is the ith value predicted for the model. 

3. Results and Discussion 

3.1. Feature Scaling 

In the dataset in our study, due to the different scale of various features which make machine learning 

difficult for training, we apply Standard Scaler function, a standardized method to make all input data at the 
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same scale. Figure 3 shows the data distribution plot of some independent variables after scaling with the 

standard scaler function. 

Figure 3.  The data distribution after scaling process 

3.2 Feature Selection 

To the feature selection process discussed in Section 2, first, we applied the recursive feature 

elimination based on random forest to identify the optimal number of features required to achieve the highest 

score. Additionally, it has identified and selected the top 6 performing features from an initial set of 52 features, 

which form the appropriate datasets for training the machine learning models. The 6 chosen features by the 

RFE model include: 'MaiFutPrice,' 'CasPrice,' 'CasPlant,' 'MaiChg4', 'Rate,’ and 'RicePrice.’ Using these 6 

features, the model achieved the highest R2 score of 0.928, as shown in  

 

Table 2. Second, we applied the Pearson correlation feature selection technique, in which the input 

variable correlates with the target variable. In this case, features with a correlation coefficient (r) value more 

excellent than 0.6 or less than -0.7 were selected, and all p-values of those correlated features must be less than 

0.05 to present a statistically significant linear relationship between the variables. This feature selection step 

resulted in the selection of 8 features considered strong positive and negative linear relationships with the 

target variable. Table 3 shows the Pearson correlation coefficient value and the p-value between target variable 

with strong linear relationship variables selected through this technique.  

Figure 4. Graph of R2 score by number of features using RFE feature selection method  
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By integrating the RFE and Pearson correlation feature selection stages, we aim to optimize the dataset 

by keeping only the most relevant features for building the prediction model. We combine the features selected 

by those two methods together, resulting in 9 variables such as 'MaiFutPrice,' 'CasPrice,' 'CasPlant,' 'MaiChg4', 

'Rate,' 'RicePrice,' 'SoyPrice,' 'WheatPrice,' and 'SugarPrice.' This approach reduces dataset dimensions, 

prevents the model from overfitting, and strengthens the model's ability to generate accurate forecasts while 

managing a concise set of features. 

3.3 Experiment #1 

In the first experiment, we employed various machine learning algorithms, including individual 

models like regression trees (RT) and support vector regression (SVR), as well as the ensemble bagging 

regressor (Bag-RT and Bag-SVR), and random forest (RF). We also utilized a multiple linear regression model 

(Lin), the proposed model by recent study of  [20] on the same OAE dataset, to compare the performance with 

our proposed models. Our study utilized 260 complete records from the dataset and training using 10-fold 

cross-validation to ensure each fold was used as a test set exactly once. Each model was trained using the 

parameters outlined in Table 8 and tuned through the GridSearch CV function to achieve the best score. This 

table summarizes the results of hyperparameter tuning performed using the GridSearchCV function. It 

includes columns for the Model, Hyperparameter, Parameter List, and Best Parameter. Each row represents a 

different model, and the corresponding hyperparameters are tuned to enhance model performance. By 

systematically testing various hyperparameter configurations and selecting the ones that maximize 

performance metrics, GridSearchCV helps fine-tune models for better predictive accuracy and generalization. 

Furthermore, we compared the performance of each model using "All Features" against "Selected 

Features" set to see the difference between these selections. Evaluation metrics, including R2, MAE, and RMSE, 

were used to compare the model’s performance, as shown in Table 4. 

 

 
 

Table 2. R2 score of RFE method by number of features  

# R2 # R2 # R2 # R2 

52 0.913 39 0.913 26 0.915 13 0.919 

51 0.915 38 0.914 25 0.914 12 0.918 

50 0.912 37 0.912 24 0.915 11 0.919 

49 0.913 36 0.913 23 0.915 10 0.922 

48 0.913 35 0.913 22 0.915 9 0.921 

47 0.913 34 0.912 21 0.915 8 0.924 

46 0.913 33 0.912 20 0.915 7 0.924 

45 0.913 32 0.913 19 0.915 6 0.928 

44 0.912 31 0.916 18 0.916 5 0.9 

43 0.913 30 0.914 17 0.918 4 0.888 

42 0.912 29 0.914 16 0.917 3 0.877 

41 0.912 28 0.914 15 0.918 2 0.814 

40 0.913 27 0.916 14 0.918 1 0.649 

Table 3. Correlation value and p-value of selected feature by Pearson correlation   

No Feature Corr Value p-value 

1 CasPrice 0.85 2e-74 

2 MaiFutPrice 0.81 6e-62 

3 SoyPrice 0.80 8e-59 

4 RicePrice 0.79 7e-56 

5 WheatPrice 0.74 3e-47 

6 CasPlant 0.73 2e-45 

7 SugarPrice 0.60 1e-24 

8 Rate -0.70 6e-40 



ASEAN J. Sci. Tech. Report. 2024, 27(4), 10 of 15e252279.ASEAN J. Sci. Tech. Report. 2024, 27(4), e252279 10 of 15 
 

 

 

From a comparison of performance between using the "Selected Feature" set and a complete set of 52 

features in Table 4, the "Selected Feature" set consistently demonstrates superior performance across all 

models. This suggests improved predictive accuracy and efficiency with the smaller feature set. The Bag-SVR 

and SVR model within the "Selected Feature" achieved the highest R2 value of 0.961 and 0.959 as well as the 

lowest MAE value of 0.234 and 0.251 and RMSE value of 0.315 and 0.333, respectively, compared to all other 

models applied on the "All Feature" set. 

3.4 Experiment #2 

The second experiment involved dividing the data into different training sizes (70%, 75%, 80%, 85%, 

90%, and 95%) to assess the model's predictive capability for each division aim to find the best training and 

testing set ratio which make the model achieved the best R2 score to predict the future maize prices in the 

unseen data. The samples of each training size were trained using 10-fold cross-validation, and the rest were 

kept as a test set for future prediction. The outcomes of this analysis are illustrated in Table 5, and the graph 

of the prediction accuracy of each model in different training sizes is shown in Figure 5.   

Table 5. R2 score by different training sets from 70 to 95 percent 

Training 
Lin RT SVR Bag-RT Bag-SVR RF 

% Records 

70 182 0.898 0.899 0.942 0.901 0.951 0.9 

75 195 0.894 0.863 0.938 0.931 0.95 0.91 

80 208 0.895 0.870 0.947 0.927 0.956 0.921 

85 221 0.894 0.863 0.941 0.932 0.953 0.927 

90 234 0.869 0.856 0.909 0.916 0.929 0.903 

95 247 0.858 0.863 0.847 0.863 0.868 0.871 

 

Table 4. Performance score comparison by each model on “All feature” and “Selected feature.” 

Feature Model R2 MAE RMSE 

All Feature 

Lin 0.865 0.456 0.599 

RT 0.822 0.476 0.638 

SVR 0.918 0.360 0.475 

Bag-RT 0.927 0.318 0.426 

Bag-SVR 0.926 0.344 0.459 

RF 0.91 0.375 0.487 

Selected Feature 

Lin 0.893 0.423 0.537 

RT 0.846 0.44 0.617 

SVR 0.959 0.251 0.333 

Bag-RT 0.94 0.292 0.396 

Bag-SVR 0.961 0.234 0.315 

RF 0.932 0.309 0.421 
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The experiment’s result in Table 5 and Figure 5 revealed that the Bag-SVR model using the "Selected 

Feature" set consistently demonstrated superior performance expressly when the training size was set to 80%, 

resulting in the highest R2 score value of 0.956, followed by SVR model with R2 value of 0.947. Based on this 

conclusion, we conducted 80% of the dataset as a training set using 10-fold cross-validation while allocating 

20% in the most recent months for the testing set. This approach was employed to evaluate the mean absolute 

error (MAE) score, aiming to see the average price difference between the actual and predicted prices 

generated by each model and find the model that accurately forecasts the future price of maize. Figure 6 

displays a graph visualizing the correlation between actual and predicted prices. This analysis incorporates 

all machine learning models applied to the "Selected Feature" by using each model's best hyperparameters 

obtained from the Gridsearch CV function. These models were utilized to predict the 20% of unseen data (test 

set), covering a range from May 2019 to August 2023, totaling 52 months. 

Based on the graph in Figure 6, the models have superior predictive capabilities compared to the 

actual values within the first 10-month period of the test set. So, we segmented the test set into 10-month 

intervals and computed the MAE score, as outlined in Table 6. The first segment, from May 2019 to February 

2020, notably stands out for its consistently low MAE values across multiple models. During this period, the 

SVR model demonstrated superior predictive capabilities with an impressive MAE score of 0.23, closely 

followed by the Bag-RT and Bag-SVR models, which had MAE values of 0.25 and 0.26, respectively. This 

exceptional performance is due to the fact that the test data is closely aligned with the previous training set. 

However, as we progress beyond this initial phase into the period from March 2020 to December 2020, while 

some models maintain relatively low MAE scores (e.g., RT and Bag-RT), for others, the MAE scores go up a 

bit, suggesting that maybe the data is changing or the models need a little fine-tuning. Moving further along 

the timeline, the MAE scores exhibit a gradual upward trend, particularly in the intervals from January 2021 

to October 2021 and November 2021 to August 2022. During these periods, the models encountered more 

significant challenges in accurately predicting outcomes, as reflected in the higher MAE values recorded across 

all models. By the final segment, spanning from September 2022 to August 2023, the MAE scores peak, 

suggesting a significant divergence between the test data and the original training set, posing considerable 

challenges for the models in making accurate predictions.  

 

 

 

 

 

 

 

 

Figure 5. R2 score of test set from different training size 
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Table 6. The MAE score of the test set split by 10 months range 

Date Range Lin RT SVR Bag-RT Bag-SVR RF 

May 19 - Feb 20 0.41 0.36 0.23 0.25 0.26 0.42 

Mar 20 - Dec 20 0.34 0.26 0.40 0.25 0.62 0.32 

Jan 21 - Oct 21 1.21 0.47 1.12 0.51 1.57 0.49 

Nov 21- Aug 22 0.96 0.78 1.30 0.65 1.08 0.91 

Sep 22 - Aug 23 1.49 2.08 3.24 2.05 3.02 2.22 

 
Furthermore, we conducted training using all the observations while reserving only the most recent 

month, August 2023, with a value of 9.56 Baht per kilogram as a test set. This approach allowed us to observe 

and compare the predictions made by each model. Table 7 provides an analysis of different models' 

performance in predicting maize prices one month ahead by displaying the prices, along with the price 

difference between the predicted and actual values. 

 

Table 7. The predicted price and price difference of each model on the test set of the last month 

Model Lin RT SVR Bag-RT Bag-SVR RF 

Predicted  8.71 7.73 9.9 8.68 9.8 9.12 

Different 0.85 1.83 0.34 0.88 0.24 0.44 

 
From the result of  Table 7, both the Bag-SVR and SVR models exhibited notable predictive accuracy 

in the last month of the test set. The Bag-SVR model showcased a closer estimation of the actual price, differing 

by only 0.24 baht/kg, followed by the SVR model, which demonstrated differing by 0.34 baht/kg. 

4. Conclusions 

This study aimed to enhance maize price forecasts in Thailand using various machine learning 

algorithms, targeting benefits for farmers, agribusinesses, and governmental policies. The Recursive Feature 

Elimination (RFE) combined with Pearson correlation successfully identified 9 key variables for training the 

machine learning models for feature selection. In building the prediction models, individual and ensemble 

techniques were employed to compare their accuracy in predicting maize prices. Notably, the Bag-SVR 

demonstrated superior predictive accuracy with an R2 score of 0.961, MAE of 0.234, and RMSE of 0.315, 

followed closely by the SVR model with an R2 score of 0.959, MAE of 0.251, and RMSE of 0.333. In contrast, 

the RT model achieved the lowest score, with an R2 score of 0.846, MAE of 0.44, and RMSE of 0.617. In 

conclusion, this research underscores the importance of feature selection in refining model efficiency and 

emphasizes the potential of machine learning in enhancing maize price forecasts in Thailand. 
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Table 8. The details of hyperparameter tuning of each model 

Model Hyperparameter Parameter List Best Parameter 

RT 

max_depth 

min_samples_split 

min_samples_leaf 

[2, 5, 10, 20, 30, 40, None] 

[1,2,3,4,5,6,7,8,9,10] 

[1,2,3,4,5,6,7,8,9,10] 

20 

1 

5 

SVR 

C 

gamma 

kernel 

[10,20,30,40,50,60,70,80,90,100] 

[’scale’, ’auto’] 

[’rbf’,’linear’,’poly’] 

20 

scale 

'rbf' 

Bag-RT 

Bootstrap 

bootstrap_features 

max_features 

max_samples 

n_estimators 

[True, False] 

[True, False] 

[0.5, 0.6, 0.7, 0.8, 0.9, 1.0] 

[0.5, 0.6, 0.7, 0.8, 0.9, 1.0] 

[10, 50, 100, 200] 

False 

True 

0.9 

0.9 

50 

Bag-SVR 

Bootstrap 

bootstrap_features 

max_features 

max_samples 

n_estimators 

[True, False] 

[True, False] 

[0.5, 0.6, 0.7, 0.8, 0.9, 1.0] 

[0.5, 0.6, 0.7, 0.8, 0.9, 1.0] 

[10, 50, 100, 200] 

False 

False 

0.8 

0.9 

200 

RF 

max_features 

max_depth  

min_samples_split 

min_samples_leaf 

n_estimators 

[’ sqrt’, ’log2’] 

[10, 20, 30, 40, None] 

[1,2,3,4,5,6,7,8,9,10] 

[1,2,3,4,5,6,7,8,9,10] 

[10, 50, 100, 200] 

‘sqrt’ 

20 

2 

1 

100 

Figure 6. Actual maize price and predicted price by each model on test set 
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Abstract: The striped tiger nandid fish, Pristolepis fasciata, is widely distributed 

in Thailand. However, its diet composition has been intensively investigated. 

The histological profile remains an exciting and challenging issue. Therefore, the 

objectives of this study are to describe the histological structure and 

histochemistry of the digestive tract of the striped tiger nandid fish. Fifteen adult 

fish were collected from Songkhla province, Thailand. The digestive tract was 

fixed in Bouin’s solution, followed by basic paraffin techniques. The 5 µm 

sections were stained with hematoxylin and eosin (H&E), periodic acid Schiff’s 

(PAS), alcian blue (AB) pH 2.5 and pH 1.0, and Masson's trichrome (MT). The 

results revealed that the digestive tract wall comprised four layers: mucosa, 

submucosa, muscularis, and serosa. The mucous and goblet cells in the 

esophagus exhibited positive staining with PAS, AB pH 2.5, and pH 1.0. The 

stomach was divided into three parts: cardiac, fundic, and pyloric stomach. The 

epithelium of the cardiac stomach showed positive staining with PAS and weak 

staining with AB pH 1.0. The fundic cells showed strong positive staining with 

PAS but weak staining with AB pH 2.5 and 1.0. In contrast, the cells lining the 

fundic and cardiac glands showed positive staining with PAS. The pyloric 

epithelium revealed positive staining with PAS but did not contain a gland. In 

the anterior, middle, and posterior intestines, glands were absent. Goblet cells 

exhibited intense labeling with PAS and AB pH 2.5 and 1.0 in each portion. The 

intestinal coefficient was 0.62±0.01, indicating an omnivorous fish.  

  

Keywords: Gastrointestinal tract; gastric gland; histology; histochemical study; 

intestinal coefficient  

 

1. Introduction 
The digestive tract is one of the largest systems in fish, which is related 

to their feeding habitat, environment [1, 2], type of food, and behavior [3]. 

Additionally, the digestive tract plays an important role in growth and nutrition 

[1, 2]. Al-Abdulhadi [4] mentioned that the digestive tract exhibits a diversity of 

morphology and function. The digestive tract of many teleosts has been studied 

through gross anatomy, histology, and histochemical analysis, such as the South 

American catfish Rhamdia quelen [5], short mackerel Rastrelliger brachysoma [6], 

spotted snakehead fish Channa punctata, striped snakehead fish C. striata [7], 

pebbly fish Alestes baremoze [8], large yellow croaker Larimichthys crocea [9], 

lizardfish Synodus variegatus [10] and banded tilapia Tilapia sparrmanii [2]. 

However, the gastrointestinal tract in these fish exhibits a marked difference in 
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