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Abstract: This study aimed to develop an air quality monitoring and
forecasting system focusing on PMzs using a combination of Al of Things (AloT)
technology. The system was designed to provide warnings of PM2s levels
through a mobile application. Air pollution, particularly PM2s, is a significant
health concern globally, with Southeast Asia being heavily affected. Bangkok,
Thailand, experiences high PM2s concentrations during cool weather. Existing
research explores short-term PMzs prediction using AloT. Still, there is a need
for improved software, hardware, and ML algorithms for user-friendly mobile
applications with real-time data access and health advisories. The system was
installed on a building next to a main road in Bangkok. It collected data on PM2s.
The Air Quality Index (AQI) was used to categorize PM2s levels and their health
impacts. Time series analysis with moving averages and the Random Forest
algorithm were employed in advance for PM2s forecasting. A mobile application
was developed to provide a user interface and data visualization. The MARF
(Moving Average and Random Forest) model emerged as a success, achieving
higher accuracy (average of 92.59%) for 1-hour advance forecasts compared to
the Moving Average (MA) model (average of 84.16%). The developed system
demonstrates the potential of AloT for accurate PM2s monitoring and
forecasting. Future research could explore more advanced ML algorithms and
integrate additional environmental factors for enhanced forecasting accuracy.

Keywords: AloT; PMzs; Random Forest; Moving Average; Forecasting; AQI

1. Introduction

Research worldwide shows that air pollution, known as PMzs, refers to
fine particles with an aerodynamic diameter smaller than 2.5 microns.
Populations around the world, especially in Southeast Asia, are greatly affected.
According to research reports [1-2], deaths occurred in the highest proportion
due to PM2s worldwide in 2015. Thailand is one of the regions heavily affected
by PMzs, especially Bangkok, the capital [3]. During the cold weather of the year,
various districts in Bangkok will have PM:2s concentrations exceeding the
standard level compared to the 24-hour air quality average of more than 50
pg/m? [4]. The Nong Khaem district has the highest average PM:2s5 concentration
out of the 50 districts [5], especially along Phet Kasem Road. PM:s data from the
PM25 monitoring system from satellite and geoinformatics technology [6] of Geo-
Informatics and Space Technology Development Agency (Public Organization)
or GISTDA found that the density value of PM2s in the Nong Khaem district of
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Bangkok in the first quarter of 2024, when Bangkok was still influenced by cool air from the north, was 38.48
pg/m3. When compared to the Krung Thonburi area, which is on the west side of Bangkok and has similar
characteristics, it was found that the average PM25 density was 35.61 pg/m? or an average rate of 8.06 percent.
On the day that Nong Khaem District had the highest PM2s density at 104.59 ug/m?, it was 193.74 percent
higher than the average in the entire Krung Thonburi area. Therefore, monitoring PM:5 density and air quality
is essential and helps affected people understand the situation [7-9]. In addition, developing a system that can
predict air quality and PM2s in advance is an important issue that will help them deal with problems better,
such as managing time for outdoor activities and protecting themselves with dust masks. Several researchers
[10-12] are interested in developing short-term PM:2s predictions using IoT technology combined with Al,
which has shown that this technology can predict PM:s levels in advance. However, this research area still
needs to be improved in terms of software, hardware, and even better Al algorithms, such as notification of
PM2s forecast results in advance through a mobile app system. Make it easy for users to understand the
meaning of AQI, accurate forecasts with less complex algorithms, etc. For example, researchers [13] have
developed a machine learning algorithm to predict PM:2s, which tends to increase in the short term, 60 minutes
in advance. PM:2s forecasting has also been studied using current ground-level meteorological data to estimate
PM2;5 concentrations 1-5 hours in advance [14, 15]. Even though Nong Khaem District is a suburb of Bangkok,
there are few high-rise buildings, and most of the area is still green. The design and development of this air
quality measurement and forecasting system aims to apply IoT technology and artificial intelligence to
measure and forecast air quality [16], especially PMzs, to provide warnings in advance via mobile application.

This research developed an air quality monitoring station. It was installed on the 6% floor of the
Polakrit Building, Southeast Asia University, next to Phet Kasem Road in the Nong Khaem District, Bangkok.
This measurement station is approximately 40 meters above ground level, providing comprehensive air
quality measurements. This research aims to develop a PM25 monitoring and forecasting system with the AQI
index using IoT technology and artificial intelligence to notify users of forecast results in advance through
mobile applications. The station includes sensors measuring PMzs, temperature, humidity, air pressure, wind
speed, and wind direction.

2. Related Works

This section represents several research papers relevant to developing a PM2s5 monitoring and
forecasting system using a mixed model of IoT and Machine Learning (ML) accessible through a mobile
application. Data Collection and Sensor Technology: Balogun, Alaka, & Egwim (2021) [17] demonstrate the use
of IoT sensors to collect air quality data, including NO, alongside weather and traffic data. This highlights the
potential of IoT for PM2s data collection in the proposed method.

Machine Learning for PM:2s5 Prediction: Many researchers are interested in presenting their research
papers [18-23], which examine various machine learning algorithms for air quality prediction, including NO:
(similar to PM2.s5) prediction [17]. These reports showcase the effectiveness of Artificial Neural Networks (ANN)
[22], Long Short-Term Memory (LSTM) [20, 21], Fuzzy Time Series (FTS) [18], Multilinear Regression (MLR)
[19], ARIMA models [B6], and CEEMDAN-ARMA-LSTM model [23]. These findings suggest we explore a
combination of these algorithms to find the optimal model for PM2s prediction in the proposed research.

Factors Affecting PM25 Concentration: Baharfar et al. [24] examine factors influencing indoor PMoas
concentration, including outdoor PMzs levels, number of occupants, ambient temperature, wind speed, and
wind direction. While this paper focuses on indoor settings, open doors, and windows highlight the
importance of considering various environmental factors alongside PM2s sensor data for improved prediction
accuracy.

Mobile Application Integration: The papers above focus on data collection and prediction models.
However, recent advancements in mobile cloud computing and secure data transmission protocols must be
considered for mobile application integration to ensure user privacy and real-time data access.

Novelty and Contribution: While existing research provides a strong foundation, this project offers a
novel contribution focusing on PM:2s prediction using a combination of the most effective ML algorithms and
integrating a user-friendly mobile application for real-time data access, visualization, and potential health
advisories based on PM:2s levels. Furthermore, to enhance prediction accuracy, especially for outdoor
environments, consider a more comprehensive range of environmental factors beyond those explored in [24].
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3. Materials and Methods

3.1 Air Quality Index

The Air Quality Index is an easy-to-understand air quality report for the public. To make the public
aware of the level of air pollution in each area, how much does it affect health? One air quality index represents
the concentration of 6 air pollutants: Particulate matter no larger than 2.5 microns in size (PMas) that arises
from combustion from vehicles, agricultural materials, forest fires, and industrial processes. It causes
respiratory disease.

In addition, if accumulated for a long time or received in large amounts, it will accumulate in the lung
membranes, reducing the efficiency of the lungs and causing bronchitis and asthma symptoms. Particulate
matter no larger than 10 microns (PMuo) is dust with a diameter of no more than 10 microns. Burning fuel, open
burning, industrial processes, grinding, milling, or pulverization from construction produce it. It affects health
because when inhaled, it can accumulate in the respiratory system. Ozone gas (Os) is a colorless or light blue
gas with a pungent odor, is slightly soluble in water, and occurs both in the atmosphere high above the Earth's
surface and near the ground. Ozone gas, an air pollutant, is 0zone gas in the Earth's surface atmosphere. It is
caused by a reaction between nitrogen oxides and volatile organic compounds, with sunlight acting as a
catalyst. It affects health by causing eye irritation and irritation of the respiratory system and various mucous
membranes, decreased lung capacity, and early fatigue, especially in children, the elderly, and people with
diabetes cystic fibrosis. Nitrogen dioxide (NO2) is a colorless and odorless gas slightly soluble in water. It is
commonly found in nature or caused by human actions, such as burning various fuels, some industries, etc.
This gas affects the visual system and people with asthma or other respiratory diseases. Sulfur dioxide (SO2)
is a colorless to pale yellow gas with a taste and odor at high concentrations. It is caused by nature and the
combustion of fuels that contain sulfur. It is highly soluble in water and can combine with other pollutants to
form small dust particles. This gas directly impacts health, irritating the mucous membranes of the eyes, skin,
and respiratory system. If you take it for a long time, it can cause chronic bronchitis.

Thailand's Air Quality Index (AQI) [5] is divided into five levels, from 0 to 201 and above. Each level
uses a color to symbolize the level of impact on health. An air quality index of 100 is equivalent to air quality
standards in the general atmosphere. If the air quality index exceeds 100, the air pollution concentration
exceeds the standard, and that day's air quality will begin to affect public health. The air quality index is
between 0 and 25, represented by blue, which means the air quality level is excellent, and all citizens can lead
everyday lives. The air quality index value is between 26 and 50, represented by green, meaning the air quality
level is good, and the public can do outdoor activities as usual. People in atrisk groups should monitor
themselves for unusual symptoms such as coughing, chest tightness, fatigue, or dizziness. Air quality index
values between 51 and 100, represented by yellow, indicate moderate air quality. The public should reduce
activity time or exercise outdoors. People in high-risk groups should wear protective equipment, such as
masks, to prevent PMzs exposure every time they go outside the building. In addition, they need to reduce the
time they spend doing activities or exercising outdoors and consult a doctor if they encounter any irregular
symptoms. An AQI value between 101 and 200, represented by orange, means the air quality level is starting
to impact health. The public should use personal protective equipment such as a PM25 mask outside the
building. Limit your time in outdoor activities or exercise and watch for unusual symptoms such as coughing,
sneezing, or eye irritation. People in at-risk groups should wear personal protective equipment, such as masks,
to prevent PM2s exposure every time they go outside the building. Avoid doing activities or exercising
outdoors, and follow your doctor's advice. If you have any unusual symptoms, consult your doctor
immediately. Air quality index values greater than 201, represented by red, mean air quality levels affect
health. To prevent PM2s, all citizens must avoid outdoor activities and always wear personal protective
equipment, such as masks. If you have any abnormal symptoms, please consult a doctor immediately. For
patients with chronic diseases, stay in areas safe from air pollution. Prepare necessary medicines and
equipment and strictly follow the doctor's instructions.

Calculation of the daily air quality index of each type of air pollutant. It is calculated from air pollutant
concentration values and air quality measurement results. The air pollutant concentration values are
equivalent to the air quality index values at various levels. Calculating the air quality index within a level
range is a linear equation.
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I - Air quality sub-index value,
X = concentration of air pollutants from measurement,
Xi, Xj = minimum, maximum values of the pollutant concentration range with values of X,

L, Ij = minimum, maximum values of the air quality index range corresponding to the
concentration range X from the calculated sub-index values.
Which air pollutant has the highest index value was used as the Air Quality Index (AQI) at that time.

3.2 Time Series Analysis and Moving Average

According to the emergence of PMzs, the values measured by sensors are time series data. Time series
analysis [25] is the prediction of future values of a dependent variable by using data on that variable to study
various patterns of relationships. Time series analysis involves separating the various components in the data
and analyzing their interrelationship patterns to predict their future value. Time series data can be separated
into four movement patterns: Secular Trend, Seasonal Movement, Cyclical Movement, and Irregular
Movement [26]. The Moving Average (MA) model is one of four used for time series forecasting. It is a
mathematical technique for finding the average value changing over time. It replaces the oldest data set with
the most recent dataset, then re-averages it over periods such as 3, 6, 12, and 24 hours in advance, as used in
this study. There are two methods of calculating the moving average: Simple Moving Average and Weighted
Moving Average.

This research uses the Simple Moving Average model to forecast PM:s air quality because the system
collects data hourly, with 24 items per day and 168 items per week. To forecast from historical data throughout
the week, which has different data characteristics each day, this research uses 168 historical data items for
calculation, as shown in the following equation.

At A+ A
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: - @
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n
Apq t A+ +Agez + Feog + 0+ Frs
Fe = " (4)
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Fip, = n ©)
Ay +Apg + o+ Apqaz + Feg + o+ Fr_p3
Fpy = (6)
n
Where
F: = the forecast value for the period ¢.
Atn = actual value in period t-n
n =number of data sets to find the moving average.

Forecasting 1 hour ahead, using 168 past actual PM2s values (2), 3-hour advance forecast (3), 166 past
actual PM:s values, and 1-and 2-hour advance forecasts (4). Forecasting 6 hours, using 163 past actual PM2s
values along with forecast values 1-5 hours ahead (5); forecast 12 hours in advance, using 157 past actual PM2s
values together with forecast values from 1-11 hours in advance and 24-hour advance forecast (6), using 143
past actual PM2s values along with 1 — 23-hour advance forecast values.

3.3 Random Forest

The research team proposed a method for integrating forecasting techniques with machine learning
to improve the accuracy of PMas air quality forecasts. Due to the conditions of the developed system are
designed to be adaptable, ensuring that the forecast results can be displayed 1, 3, 6, 12, and 24 hours in advance
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at any given time. Using historical data, including PMzs, temperature, humidity, air pressure, wind speed, and
wind direction, to train the system according to the principles of supervised machine learning, we have chosen
a method that balances processing time with accuracy and reliability, ensuring dependable performance.
Therefore, the research team proposes using the random forest technique, a widespread algorithm used in
regression and classification forecasting without needing hyperparameter tuning to get better results.

Random Forest is a popular model developed from a decision tree. The principle of random forest is
to create a model from many decision trees. Each model receives a different subset of the data set. Then,
forecasting is assigned to each decision tree model to calculate its forecast results. In the case of classification,
the vote output is obtained from each forecast that the decision tree selects the most. This improves the
prediction results from the decision tree, which are more accurate and control over-fitting.

Data set
Bagging

Figure 1. Random forest process

In this research, Bootstrapping from all data sets is used to get n data sets that differ according to the
number of decision trees in random forests from a total of 6 features, including wind speed, wind direction,
humidity, air pressure, temperature, and PM2s5 (X1, X, .., and Xs), to create a model decision tree for each
dataset. Then, the results are aggregated from each model or bagged with voting. The RandomForestClassifier
of Scikit-learn ensemble methods for classification is used in forecasting processing, with the n_estimators
parameter set to 100 trees. The supported criteria are the Gini impurity, log_loss, and entropy for the Shannon
information gain [27]. The developed system will take the forecast values obtained from the moving average
process, separate them, and specify PMzs levels from 1, the lowest, to 5, which is a very high PMas value, as
input and use them. All data from the database is used to train the system every hour. Then, the obtained
model with moving average (MA) and random forest (RF) forecasting (MARF) will be used to forecast PM2s
air quality 1, 3, 6, 12, and 24 hours in advance.

3.4 System Framework

Figure 2 shows an overview of the system's operation. The sensors measure temperature, humidity,
air pressure, wind speed, wind direction, and the amount of PM2s5 dust in the air. All collected information is
stored in a database, which can display PM:s air quality values at the current time and label each frame
according to the five class PM2s values with rule-based classification. The system then processes air quality
forecasts 1, 3, 6, 12, and 24 hours in advance. The research team has chosen two comparative methods to
compare the forecasts: A moving average (MA) and a mixed method with a moving average and a Random
Forest (MARF). Moving Average processing uses 168 historical data frames (24 hours, seven days) to forecast
the future. In addition, the system will take the forecast values obtained from the six moving averages in
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advance as input data to create a forecast model with MAREF. Forecasts are processed with an impurified
random forest of 100 trees every 1-hour using Scikit-learn's Python library, and the forecast results are divided
into five classes stored in the database. While mobile applications are developed in Dart, a programming
language developed by Google, it is designed to create mobile and web applications. It is developed on the
Flutter framework to work cross-platform, and it can be used on Windows, Mac OS, Linux, iOS, or Android.

Mobile App  \o/ 1
— S ) 2
, L
Node -
cm ) MCL [
— 2 J| (G3) 4
AQI >

_D_j" nd Direct Cloud Computing
&9

Figure 2. Framework of the AQI PM2s monitoring and forecasting system

Forecast data is divided into five classes: Class 1 means very good air quality with an average PM2s
not exceeding 15 ug/m? Class 2 means good air quality with an average PM2s between 15.1-25.0 ug/m3; Class
3 means that the air quality is moderate with an average PM2s between 25.1 - 37.5 ug/m?; Class 4 means that
the air quality is starting to have an impact on health, with an average PM2s between 37.6 — 75.0, and Class 5
means Air quality affects health, the average PM:s is more than 75.1 pg/m3.

3.5 Hardware Design and Development

The hardware development of this air quality monitoring and forecasting system consists of the
following hardware: BME280 Temperature Humidity Barometric Pressure Sensor [28] is a sensor device for
measuring temperature, air humidity, and barometric pressure. It is connected via Inter-Integrated Circuit
(I2C) and uses a current of 1.7 - 3.6V. It can measure temperature from -40 to 85 degrees Celsius, humidity
from 0 to 100%, and barometric pressure from 300 to 1,100 hPA. Temperature accuracy class + 0.5 degrees
Celsius (at 25 degrees Celsius). The Laser Dust Sensor PM 2.5 PMS7003 [29] measures the amount of dust in
the air by detecting dust particles with laser light. It can detect small particles ranging from 0 to 500
micrograms per cubic meter. The particles it can detect are PM1o, PM2s, and PMuo.

The smallest particle that can be detected is 0.3 micrometers. This sensor's output is qualitative and
quantitative information on individual particles of different sizes per unit volume. The particle count volume
unit is 0.1 liter, and the mass concentration unit is pg/m3. Wind Direction Sensor Signal 0-5V [30] measures
wind direction. Its output voltage is 0-5 volts, input power is 10-30 volts, it can rotate 360 degrees, measure in
eight directions, and works at temperatures from 20 to 60 degrees Celsius. In addition, Wind Speed Sensor
Signal 0-5V [31]is used to measure wind speed. It is a 3-cup wind-measuring device with an output voltage of
0-5 volts and an input voltage of 7-24 volts. It measures wind speed in the 0-30 m/s range, with a value accuracy
of 0.1 m/s. It works at a temperature of -20 to 60 degrees Celsius.

According to Figure 3 (a) and (b), an ESP32 board [32] is used as an embedded processing unit to
receive sensor values, process them, and forward the data to cloud computing. The ESP32 Board uses an
Xtensa single-core 32-bit, LX6 microprocessor, running at 160 or 240 MHz. It has 520 KB SRAM, Wi-Fi: 802.11
b/g/n, and Bluetooth: v4.2 BR/EDR and BLE. It operates at temperatures of -40°C to 125°C. The private server
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used for processing is a Dell PowerEdge T150 Server with an Intel Xeon E-2314 2.8 GHz, 8M Cache, 4C/4T
16GB UDIMM, 3200M/Ts, and ECC 3*2TB HDD SATA 6Gbps, installed at the IT Center, Polakrit Building,
Southeast Asia University, Bangkok.
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Figure 3. Electronic circuit diagram of the AQI PM2s monitoring and forecasting system.
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Figure 4. Use case and class diagram of AQI PMz5 monitoring and forecasting system

3.6 Software Design and Development

System Analysis and Design (SAD) for this research include: 1. Functional Requirements consist of (1)
being able to track wind speed, wind direction, humidity, air pressure, temperature, and PM2s at the current
time and historical data and (2) being able to follow the future air quality index forecast AQI PM:2s.2. Non-
functional requirements consist of (1) PMas data and other values that can be tracked 24 hours a day and (2)
can be used by both web and mobile applications. The basic working principles of the PM2s air quality
monitoring and forecasting system using artificial intelligence are as follows. PMS7003 measures the amount
of PM2s in the air. The BME280 measures temperature, air pressure, and humidity in the air. Meanwhile,
turbines measure the speed and direction of the wind, as shown in Figure 4.
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All sensors are connected to a Node MCU ESP32 to collect data and then forward it to the MySQL
Database at 1 hour per frame. The code program was developed with PHP to communicate with the Node
MCU ESP32, and the MySQL database system, which manages both current and historical data, was installed
on the private server. Examining past dust values, processing current data to forecast future air quality
indexes, and storing the processed forecast data in a database system. Users can choose to use it through web
applications or mobile applications. The display of PM2s values is divided into five levels according to
Thailand's air quality index classification, as shown in Figures 5 and 6. By using only the density of PM2s in
the air, each level uses color to symbolize the level of impact on health. When measured, the PM2s value is
between 0 —15.00 pg/m? meaning that the PM2s density is very low, represented by a blue color. If the value
is measured between 15.10 — 25.00 pg/m?, the PM2s density is low and represented by a green color. If the
value is measured between 25.1 and 37.5 pg/m3, the PM2s density is moderate and starting to impact health,
represented by a yellow value. If the value is measured between 37.6 —75.0 pg/m?, the PM2s density is high
and dramatically impacts health, represented by orange. If the value is more than 75.1 pg/m? or more, the PM2s
density is very high and has a very high impact on health, represented in red.

S saed N S el
=1
~ o~
(a)

-
- (b) - (0

Figure 5. Example of User Interface of AQI PM2s monitoring and forecasting system

Figure 6. Example of user interface showing notifications and historical data
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4. Results and Discussion

Figure 7. The acquisition station is installed on the Polakrit Building, Southeast Asia University, and the location
of the installation point

This research installed equipment to measure PMzs dust, temperature, humidity, air pressure, wind
speed, and wind direction on the 5% floor of the Polakrit Building, approximately 40 meters above ground
level. The Polakrit Building, situated on Petchkasem Road, Figure 7, a major thoroughfare with heavy daily
traffic, especially during the morning and evening rush hour, provides a significant context for this research
Figure 7. Data collection lasted 175 days, from Saturday, November 25, 2023, to Thursday, May 30, 2024. From
December to February, Bangkok is significantly affected by high pressure from China, which causes cool
weather and a substantial increase in PM2s dust yearly. Therefore, Thailand enters summer from March to
May every year. Low air pressure influences Bangkok, which is less affected by PM2s dust [6]. This allows the
experiment of this air quality monitoring and forecasting system to compare different weather conditions. The
system collects data from various sensors once an hour and records it in the MySQL database, with 24 daily
records and 4,209 records. Random forest prediction requires a dataset to train the system. Therefore, the
forecast runs from March 4, 2024, to May 31, 2024, a total of 88 days and 2,112 records for forecasting and analysis.

Confusion matrix, also known as error matrix, and cross-entropy loss, also known as log loss, are used
in machine learning to evaluate the performance of classification models. In this specific study, these two
techniques were used to evaluate the performance of MA and MAREF for classification purposes. A confusion
matrix is a summary table showing how well a model predicts different class samples. When optimizing the
classification model, calculate the difference between the predicted and actual responses. Cross-entropy can
be used as a loss function [33].

TP
Recall = TP+ FN 7)
e TN
Specificity = P X TN (8)
o TP
Precision = TP+ FP )
TP +TN

Accuracy = o TN + FP + FN (10)
Fis 5 Recall * Precision 1
= *
core Recall + Precision (1)

TP, TN, FP, and FN are True Positive, True Negative, False Positive, and False Negative, respectively [34].
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After analyzing the confusion matrix, various performance parameters, including Sensitivity or
Recall, Specificity, F1 score, Accuracy, and Precision, are calculated to evaluate the model's performance.
Accuracy is defined as the proportion of correct predictions out of all predictions. Recall, also known as true
positive rate, is calculated as the proportion of correctly predicted positive instances to the total number of
positive instances. Specificity, also known as true negative rate, refers to the proportion of predicted negative
instances that are accurate relative to the total number of negative instances. Accuracy, also known as positive
prediction value, refers to the proportion of positive instances correctly predicted compared to the total
number of cases predicted to be positive. The F1 score can be defined as the harmonic average of Recall and
Accuracy, two crucial data analysis parameters [34]. Equations (1-5) can be used to calculate these parameters.
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Figure 8. Comparison of the accuracy of forecasts 1, 3, 6, 12, and 24 hours in advance using the MA and MARF methods.

Figure 8 shows the results of comparing the average percentage accuracy of the 1-hour advance
forecast results, including all classes; it was found that the MA model had a total average of 84.16 percent
(#9.87), which was less than the MARF model, which had an average total of 92.59 percent (+4.39). When
comparing the average percentage accuracy of the 3-hour advance forecast results for all classes, it was found
that the MA model had an overall average of 83.80 percent (+9.96), which was less than the MARF model,
which had an overall average of 89.29 percent (+6.33). When comparing the average percentage accuracy of
the 6-hour forecast results for all classes, it was found that the MA model had an overall average of 83.23
percent (+10.14), which was less than the MARF model, which had an overall average of 84.50 percent (+9.54).
When comparing the average percentage accuracy of the 12-hour forecast results for all classes, it was found
that the MA model had an overall average of 82.49 percent (+10.34), which was higher than the MARF model,
which had an overall average of 80.12 percent (+12.74). When comparing the average percentage accuracy of
the 24-hour forecast results for all classes, it was found that the MA model had an overall average of 80.18
percent (£11.71), which was higher than the MARF model, which had an overall average of 78.06 percent
(£15.26). The above comparison results show that in the 1, 3, and 6-hour forecasts, the MARF model is more
accurate than the MA model. Still, when the estimates are extended 12 and 24 hours in advance, the MA model
is more accurate than the MARF model. Moreover, the candlestick chart also shows that the MA forecast has
an average standard deviation between 9.87 and 11.71, which mostly stays the same compared to the MARF
model; the average standard deviation has increased accordingly. More extended forecast periods are 4.39,
6.33,9.54, 12.74, and 15.26.
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Figure 9. Average accuracy (%) of MA and MARF methods, distributed hourly.

Figure 9 reveals a significant finding in our comparative analysis. The MARF forecast, when compared
to the MA forecast, demonstrated a higher average percentage accuracy from 11:00 AM to 11:00 PM. This was
particularly articulated during the period 00:00 AM to 10:00 AM of the day. Meanwhile, the average
percentage accuracy of MA forecasts remained constant throughout the day. One notable difference we
observed was in the variability of the forecasts. The candlestick chart shows that the MARF forecasts have a
more spread-out mean standard deviation than the MA forecasts.

Table 1. A comparison of the data analysis results of the MA and MARF methods on an hourly basis.

Methods Acc. Precis. Recall F1 Spec.
1hr MA 84.16 50.57 59.78 52.81 89.26
MARF 92.59 76.10 8.27 79.18 95.19
3hr MA 83.80 49.67 18.93 51.79 89.03
MARF 89.29 65.20 11.05 68.81 93.01
6hr MA 83.23 48.09 55.29 49.98 88.66
MARF 84.50 51.45 64.42 54.44 89.73
1%k MA 82.49 46.14 21.28 47.61 88.17
MARF 80.12 37.68 54.08 38.60 86.70
odhr MA 80.18 41.47 43.78 42.34 86.53
MARF 78.06 30.60 43.47 28.90 85.07

Refer to Table 1 and Figure 10, showing the results of the comparative analysis of Accuracy, Precision,
Recall, F1 Score, and Specificity of forecasts using MA and MARF methods 1, 3, 6, 12, and 24 hours in advance.
Accuracy's comparative analysis found that the MARF one-hour forecast is accurate at 92.59 percent, more
than the MA model, which has an average accuracy of 84.16 percent. It is in the same direction as the 3-hour
and 6-hour forecasts, which found that the MARF model had an average percent accuracy of 89.29 and 84.50,
more than the MA model, which had an average percent accuracy of 83.80 and 83.23, respectively. However,
when considering the 12-hour and 24-hour forward forecasts, the MA model had an average accuracy
percentage of 82.49 and 80.18, respectively, compared to the MARF model, which had an average accuracy
percentage of 80.12 and 78.06, respectively. This is consistent with the hourly average accuracy percentage
analysis. One key takeaway from our results is the noticeable impact of more extended advance forecasts on
accuracy. As the forecast duration increases, the accuracy of the forecasts is affected.
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Figure 10. A comparison of the data analysis results of the MA and MARF methods on a 1, 3, 6, 12, and 24
hoursin advance.

When considering the Precision, it is also found to correspond to the Accuracy value. The 1, 3, and 6-hour
forecasts using the MARF method have averages of 76.10, 65.20, and 51.45 percent, respectively, higher than
those of the MA method, with averages of 50.57, 49.67, and 48.09 percent. On the other hand, when forecasting
12 and 24 hours in advance, MARF had an average precision percentage of 37.68 and 30.60, less than MA,
which had an average of 46.14 and 41.47 percent, respectively. When considering recall, it was found that the
1-and 3-hour forecasts using the MARF method had an average of 8.27 percent and 11.05 percent, less than the
MA method, which had an average of 59.78 percent and 18.93 percent, respectively. On the other hand, when
forecasting 6, 12, and 24 hours in advance, it was found that MARF had average recall percentages of 64.42,
54.08, and 43.47, higher than MA, which had average percentages of 55.29, 21.28, and 43.78, respectively. This
shows that MARF forecasting can recall long-term forecasts better than MA forecasting. On the other hand,
MA forecasts have better short-term recall ability.

In addition, when considering the F1-Score, which shows the model's performance by taking Precision
and Recall values to calculate the Harmonic Mean, it was found that MA forecasts have average percentages
of 1, 3, 6, 12, and 24 percent, with forecasts of 52.81, 51.79, 49.98, 47.61, and 42.34 percent. The trend decreases
with longer forecast periods. While the MAREF forecasts had average percentages of 1, 3, 6, 12, and 24 percent
of forecasts at 79.18, 68.81, 54.44, 38.60, and 28.90, the trend decreased with more extended forecasts. When
comparing the F1-Score, it was found that the MA forecast was 48.91 percent, lower than the MARF's 53.98,
indicating that the MARF was more effective.

Finally, considering the Specificity, it was found that the MA forecasts are 1, 3, 6, 12, and 24 hours
ahead. The results were 89.26, 89.03, 88.66, 88.17, and 86.53 percent, with a slightly decreasing trend. The
MAREF forecast is 1, 3, 6, 12, and 24 hours ahead. The results were 95.19, 93.01, 89.73, 86.70, and 85.07 percent,
with a slight decrease in trend.

Table 2 compares the average Accuracy, Precision, Recall, F1, and Specificity percentage, separated by
class. It was found that class 5, the MARF model, has the highest Accuracy at 97.28, and the MA model is next
at 96.34 in the same class, respectively, as shown in Figure 11 (a). Meanwhile, MARF and MA in class 3 have
the highest precision values, 82.07 and 69.48, respectively, as shown in Figure 11 (b). For Recall, the MARF
and MA models in Class 1 had the highest values of 94.16 and 83.47, respectively, as shown in Figure 11 (c).
The MA model of class 1 and the MARF model of class 3 have the highest F1 values of 71.44 and 70.13,
respectively, as shown in Figure 11 (d). For Specificity, it was found that MARF and MA models in class 5 had
the highest values of 97.78 and 97.21, respectively, as shown in Figure 11 (e).
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Table 2. A comparison of the data analysis results of the MA and MARF methods on a Class basis.

Class

1 2 3 4 5

MA MARF MA MARF MA MARF MA MARF MA MARF

Accuracy  90.54 89.87 79.54 86.92 71.13 75.11 76.31 75.39 96.34 97.28
Precision  62.56 49.15 36.91 30.85 69.48 82.07 53.86 67.93 13.13 31.04
Recall 83.47 94.16 35.05 58.18 56.47 61.66 58.32 55.90 34.69 52.37
F1 71.44 61.95 35.94 38.28 62.29 70.13 56.00 61.24 18.86 38.32
Specificity 91.77 89.55 88.22 88.50 81.87 87.80 82.60 86.06 97.21 97.78
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Figure 11. A comparison of the data analysis results of the MA and MARF methods on a Class basis.
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4. Conclusions

The AQI PM:25 monitoring and forecasting system was developed, and the experimental results show
that it can monitor and forecast PM2s according to the objective. Moreover, the system has a user-friendly
interface. It displays PM2s concentration status notifications in a 5-color level visual symbol that is easily
recognizable according to Thailand's AQI-PM2s measurement standard. This feature ensures that users can
navigate the system with ease and comfort. Unlike most similar studies, which focus solely on machine
learning forecasting algorithms, our system stands out as a more comprehensive framework. It begins with
sensors for data collection, aggregates the data, and sends it to a MySQL database and cloud computing using
an ESP32 board. This comprehensive approach instills confidence in the system's capabilities. It then
demonstrates the processing of time-series forecasts with moving averages compared to a combination of
moving averages and random forest, a popular machine learning model. It also showcases current and
historical data, especially the five-level notification symbols, making it easy for users to understand through
mobile and web applications. While the current system is effective, there is always room for improvement.

The system's future looks promising, with the potential to conduct more extended experiments
covering all seasons and expand the station installations for more data collection. This information will make
the audience feel optimistic about the system's development. Considering the cloud's processing load, it may
also integrate other machine learning models, such as ANN, XGBoost, Gradient Descent, and LSTM. The cloud
must train the model every hour using all the available data in the database, which can be a heavy workload.
The researcher may adjust the time to teach the system to be less suitable for the model.

When comparing the effectiveness and accuracy of the prediction results with similar research that
forecasts only time-series PM2s and is a forward prediction class, it is found that the prediction results of this
research using MARF have a Total average accuracy of 84.91%. That is slightly better than Masinde, Gitahi, &
Hahn (2020) [35, 36], which achieved an average of 82.00% using a Stochastic gradient descent model with a
Gated Recurrent Unit (GRU), which has a more complex computation.
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MA Class MA RF Class
1hr ¢ 1 2 3 4 5 X SD Min Max Thr ¢ 1 2 3 4 5 X SD Min Max
Accuracy 9157 8167 7257 7821 9678 8416 987 7257 9678 Accuracy 9550 9185 8844 8863 9853 9259 439 8844 9853
Precision 6281 4515 7287 5712 1493 5057 2230 1493 7287 Precision 7814 6242 9050 8525 6418 7610 1249 6242 9050
Recall 8929 4197 5807 6195 4762 5978 1833 4197 8929 Recall 9749 8110 7897 76.68 86.00 8405 827 7668 9749
F1 7375 4350 6463 5944 2273 5281 2008 2273 7375 F1 8675 7055 8434 80.74 7350 7918 695 7055 8675
Specificity 9192 89.69 8358 8385 9727 8926 576 8358 9727 Specificity 9515 9332 9461 94.02 9884 9519 215 9332 9884
MA Class MA RF Class
3hr ) 1 2 3 4 5 X SD Min Max 3hr ) 1 2 3 4 5 X SD Min Max
Accuracy 9124 8081 7229 7797 96.68 83.80 996 7229 96.68 Accuracy 9318 8892 8309 8347 97.82 8929 633 8309 97.82
Precision 6256 4212 7231 5644 1493 4967 2230 1493 7231 Precision 67.09 47388 8678 7797 4627 6520 1796 4627 86.78
Recall 8737 3938 5776 6155 4348 5791 1893 3938 8737 Recall 9536 7182 7071 67.75 7561 7625 11.05 6775 9536
F1 7291 4070 6422 5889 2222 5179 2030 2222 7291 F1 7876 5745 7792 7250 5741 68381 1066 5741 7876
Specificity 9184 89.14 8328 8363 9727 89.03 587 8328 9727 Specificity 92385 9090 9213 9092 9826 9301 305 9090 9826
MA Class MA RF Class
6hr ) 1 2 3 4 5 X SD Min Max 6hr () 1 2 3 4 5 X SD Min Max
Accuracy 90381 7958 7191 7731 9654 8323 1014 7191 9654 Accuracy 8939 8612 7518 7480 97.02 8450 954 7480 97.02
Precision 6181 3879 7149 5492 1343 4809 2275 1343 7149 Precision 4874 2939 8017 67.63 3134 5145 2227 2939 8017
Recall 8542 3585 5735 6034 3750 5529 2020 3585 8542 Recall 90.65 6178 6050 5392 5526 6442 1504 5392 90.65
F1 7172 3726 6364 5750 1978 4998 2115 1978 7172 F1 6340 3984 6896 60.00 4000 5444 1364 3984 6896
Specificity 91.66 8848 8284 8310 9722 88.66 607 8284 9722 Specificity 8925 8808 8747 8607 9778 8973 465 86.07 9778
MA Class MA RF Class
12hr ¢ 1 2 3 4 5 X SD Min Max 12hr ¢ 1 2 3 4 5 X SD Min Max
Accuracy 90.10 7864 7129 7617 9626 8249 1034 7129 9626 Accuracy 8560 8375 6755 6698 9673 8012 1274 6698 9673
Precision 6256 3333 6997 5288 1194 4614 2354 1194 6997 Precision 2764 1182 7672 5881 1343 3768 2885 1182 7672
Recall 8058 3226 5670 5810 2857 5124 2128 2857 8058 Recall 8730 4286 5191 4332 4500 5408 1892 4286 8730
F1 7044 3279 6264 5537 1684 4761 2221 1684 7044 F1 4198 1853 6192 4989 2069 3860 1875 1853 6192
Specificity 9173 8757 8206 8234 9717 8817 643 8206 9717 Specificity 8549 8559 8372 8145 9723 8670 612 8145 9723
MA Class MA RF Class
24hr o) 1 2 3 4 5 X SD Min Max 24hr ¢ 1 2 3 4 5 X SD Min Max
Accuracy 8901 7698 67.60 7186 9545 8018 1171 67.60 9545 Accuracy 85.69 8394 6130 6305 9631 7806 1526 6130 9631
Precision 6307 2515 6074 4797 1045 4147 2296 1045 6307 Precision 2412 273 7617 5000 000 3060 3244 000 7617
Recall 7470 2578 5250 4965 1628 4378 2317 1628 7470 Recall #ins 3333 4620 3782 000 4347 3615 000 #ins
F1 6839 2546 5632 4879 1273 4234 2279 1273 6839 F1 3887 504 5751 4307 000 2890 2512 000 5751
Specificity 9172 8619 7758 80.08 9710 8653 807 7758 9710 Specificity 8501 8460 8107 7784 96381 8507 718 7784 96381



