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Abstract: This research presents an Ellipsoidal Coverage Function (ECF) with 

the addition of the Geometrical Coverage Learning (GCL) algorithm concept for 

classification. The motivation for this research stems from inefficiencies in 

nonlinear Deep Neural Networks (DNNs). The implementation of a higher-

order function for neurons, while less popular than a deeper linear design, has 

been claimed to improve the robustness of the model in dealing with noisy 

environments and to negate the need for a deeper network. The ECF is a higher-

order neuron design based on the Mahalanobis distance Radial Basis Function 

(MRBF) design, but with the number of parameters linearly scaled instead of 

quadratically with respect to the input dimension. This means that the ECF 

neuron can approximate the volume coverage of an MRBF in the feature space 

under a non-rotating constraint and is more suitable for integration into a neural 

network for further backpropagation (BP) optimization. The integration of the 

GCL into the ECF for classification architectures boosts learning efficiency, 

underscoring the versatility and potential impact of this research. The results 

from experiments with computer vision tasks in a transfer learning environment 

suggest that the integrated GCL ensures that the ECF can map all the data and 

correct the training parameters of the network faster. Furthermore, the ECF with 

the GCL algorithm demonstrates competitive performance relative to other 

nonlinear neuron designs in a transfer learning setup across different datasets, 

including itself without GCL. These findings point to a better nonlinear machine 

learning model in terms of performance and efficiency combined. 
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1. Introduction 

Deep Neural Networks (DNNs) have become the focus of machine 

learning research in the past few years. This is mainly due to their scalability, 

performance in various tasks (including natural language processing (NLP) and 

computer vision), and the availability of more capable hardware. DNNs can map 

complex structures and have been applied to both classification and clustering 

tasks [1, 2]. However, the field lacks major developments in terms of the 

fundamental structure, mainly the neuronal models and their training 

paradigms. The most well-known neuron is the McCulloch and Pitts (M-P) 

neuron, introduced in 1943 [3]. Since then, artificial neural networks have been 
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