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บทคัดย่อ
	 การวิจัยครั้งนี้มีวัตถุประสงค์เพื่อเปรียบเทียบตัวประมาณ 2 ตัวในการประมาณค่าพารามิเตอร์ปัญหา

ของไนล์นั่นคือ คือ ตัวประมาณความควรจะเป็นสูงสุด กับตัวประมาณที่ผู้วิจัยนำเสนอ โดยใช้เกณฑ์ค่าคลาดเคลื่อน

กำลังสองเฉลี่ย เปรียบเทียบตัวประมาณทั้งสอง ผลการวิจัยพบว่า ตัวประมาณที่ผู้วิจัยนำเสนอมีค่าคลาดเคลื่อน

กำลังสองเฉลี่ยต่ำกว่าตัวประมาณความควรจะเป็นสูงสุดเมื่อขนาดตัวอย่างเล็กและตัวประมาณทั้งสองตัวจะมี

ค่าคลาดเคลื่อนกำลังสองเฉลี่ยใกล้เคียงกันเมื่อขนาดตัวอย่างเพิ่มขึ้น

คำสำคัญ : ตัวประมาณความควรจะเป็นสูงสุด ปัญหาของไนล์ แจ็คไนฟ์

Abstracts
	  The objective of this research is to compare two estimators for estimating parameter in the problem of the 

Nile,  that is, maximum  likelihood  estimator (MLE),  and  the proposed estimator. The mean squared error (MSE)  

is the criterion to compare these two estimators. The results show that the  proposed estimator has higher MSE

than  maximum likelihood estimator when small sample size. Moreover,these two estimators have a similar MSE

when sample size is increasing 
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บทนำ
	 สมมติให้ X และ Y เป็นตัวแปรสุ่มที่เป็นอิสระกัน โดยที่ X มีการแจกแจงแบบเอ็กซ์โพเนนเชียลซึ่งมี

พารามิเตอร์ 

 
 

คํานํา 
 สมมติให ้X และ Y เป็นตวัแปรสุ่มที�เป็นอิสระกนั  โดยที� X มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมี

พารามิเตอร์   และ Y มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมีพารามิเตอร์เป็น 1/  โดย X และ Y มีฟังกช์นั
หนาแน่นความน่าจะเป็นร่วมดงันี�  

1( , ; ) exp{ ( )}; 0, 0, 0f x y x y x y          
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 

    และ /T y x ,U xy   เมื�อ T   เป็นตวัประมาณแบบ

วธีิความควรจะเป็นสูงสุด  (Maximun Likelihood Estimator) ของพารามิเตอร์   และ U  เป็นตวัสถิติช่วย 
(Ancillary statistic) ซึ�ง ,T U เป็นตวัสถิติร่วมที�มีความเพียงพอแต่ไม่มีความสมบูรณ์  (Jointly not complete 
sufficient statistic) ซึ�งฟังกช์นัหนาแน่นความน่าจะเป็นในรูปแบบนี� เรียกวา่ ปัญหาของไนล ์ (Problem of the Nile) 
ถูกสร้างขึ�นโดย Fisher (1959) จากการศึกษาพบวา่เนื�องจาก T เป็นตวัประมาณที�เอนเอียง  มีผูว้จิยัหลายท่านได้
ศึกษาวธีิลดความเอนเอียงของตวัประมาณดงันี�  
 Quenouille (1949) ไดก้ล่าวถึงวธีิการลดความเอนเอียงของตวัประมาณของพารามิเตอร์   ดว้ยวธีิของแจ็ค
ไนฟ์ ซึ�งจะสามารถหาตวัประมาณตวัใหม่ โดยกาํหนด ให ้X1,…,Xn เป็นตวัอยา่งสุ่มขนาด n จากประชากรที�มี
ฟังกช์ั�น หนาแน่น ความน่าจะเป็น ( ; )f x  ซึ�งมี   เป็นตวัประมาณของพารามิเตอร์  และให ้ i   เป็นตวั
ประมาณที�ถูกตดัค่าของตวัแปรสุ่ม X ที� i ออก โดยที�ตวัประมาณแจ็คไนฟ์  J คือ 
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 Schucany, Gray และ Owen (1971) ไดเ้สนอรูปแบบทั�วไปในการประมาณค่าพารามิเตอร์ดว้ยวธีิของแจ็ค
ไนฟ์ โดยสมมติวา่มีตวัประมาณ 1̂  และ 2̂  เป็นตวัประมาณที�มีความเอนเอียงของพารามิเตอร์ 𝜃 โดยสามารถหา
ตวัประมาณ 𝜃� ซึ�งเป็นตวัประมาณที�ไม่มีความเอนเอียงของพารามิเตอร์ 𝜃 ไดด้งันี�   
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และให้

 
 

คํานํา 
 สมมติให ้X และ Y เป็นตวัแปรสุ่มที�เป็นอิสระกนั  โดยที� X มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมี

พารามิเตอร์   และ Y มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมีพารามิเตอร์เป็น 1/  โดย X และ Y มีฟังกช์นั
หนาแน่นความน่าจะเป็นร่วมดงันี�  

1( , ; ) exp{ ( )}; 0, 0, 0f x y x y x y          
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 

    และ /T y x ,U xy   เมื�อ T   เป็นตวัประมาณแบบ

วธีิความควรจะเป็นสูงสุด  (Maximun Likelihood Estimator) ของพารามิเตอร์   และ U  เป็นตวัสถิติช่วย 
(Ancillary statistic) ซึ�ง ,T U เป็นตวัสถิติร่วมที�มีความเพียงพอแต่ไม่มีความสมบูรณ์  (Jointly not complete 
sufficient statistic) ซึ�งฟังกช์นัหนาแน่นความน่าจะเป็นในรูปแบบนี� เรียกวา่ ปัญหาของไนล ์ (Problem of the Nile) 
ถูกสร้างขึ�นโดย Fisher (1959) จากการศึกษาพบวา่เนื�องจาก T เป็นตวัประมาณที�เอนเอียง  มีผูว้จิยัหลายท่านได้
ศึกษาวธีิลดความเอนเอียงของตวัประมาณดงันี�  
 Quenouille (1949) ไดก้ล่าวถึงวธีิการลดความเอนเอียงของตวัประมาณของพารามิเตอร์   ดว้ยวธีิของแจ็ค
ไนฟ์ ซึ�งจะสามารถหาตวัประมาณตวัใหม่ โดยกาํหนด ให ้X1,…,Xn เป็นตวัอยา่งสุ่มขนาด n จากประชากรที�มี
ฟังกช์ั�น หนาแน่น ความน่าจะเป็น ( ; )f x  ซึ�งมี   เป็นตวัประมาณของพารามิเตอร์  และให ้ i   เป็นตวั
ประมาณที�ถูกตดัค่าของตวัแปรสุ่ม X ที� i ออก โดยที�ตวัประมาณแจ็คไนฟ์  J คือ 
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 Schucany, Gray และ Owen (1971) ไดเ้สนอรูปแบบทั�วไปในการประมาณค่าพารามิเตอร์ดว้ยวธีิของแจ็ค
ไนฟ์ โดยสมมติวา่มีตวัประมาณ 1̂  และ 2̂  เป็นตวัประมาณที�มีความเอนเอียงของพารามิเตอร์ 𝜃 โดยสามารถหา
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เป็นตัวประมาณที่ถูกตัดค่าของตัวแปรสุ่ม X ที่ i ออก โดยที่ตัวประมาณแจ็คไนฟ์

 
 

คํานํา 
 สมมติให ้X และ Y เป็นตวัแปรสุ่มที�เป็นอิสระกนั  โดยที� X มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมี

พารามิเตอร์   และ Y มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมีพารามิเตอร์เป็น 1/  โดย X และ Y มีฟังกช์นั
หนาแน่นความน่าจะเป็นร่วมดงันี�  
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วธีิความควรจะเป็นสูงสุด  (Maximun Likelihood Estimator) ของพารามิเตอร์   และ U  เป็นตวัสถิติช่วย 
(Ancillary statistic) ซึ�ง ,T U เป็นตวัสถิติร่วมที�มีความเพียงพอแต่ไม่มีความสมบูรณ์  (Jointly not complete 
sufficient statistic) ซึ�งฟังกช์นัหนาแน่นความน่าจะเป็นในรูปแบบนี� เรียกวา่ ปัญหาของไนล ์ (Problem of the Nile) 
ถูกสร้างขึ�นโดย Fisher (1959) จากการศึกษาพบวา่เนื�องจาก T เป็นตวัประมาณที�เอนเอียง  มีผูว้จิยัหลายท่านได้
ศึกษาวธีิลดความเอนเอียงของตวัประมาณดงันี�  
 Quenouille (1949) ไดก้ล่าวถึงวธีิการลดความเอนเอียงของตวัประมาณของพารามิเตอร์   ดว้ยวธีิของแจ็ค
ไนฟ์ ซึ�งจะสามารถหาตวัประมาณตวัใหม่ โดยกาํหนด ให ้X1,…,Xn เป็นตวัอยา่งสุ่มขนาด n จากประชากรที�มี
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คือ

  							     

 
 

คํานํา 
 สมมติให ้X และ Y เป็นตวัแปรสุ่มที�เป็นอิสระกนั  โดยที� X มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมี

พารามิเตอร์   และ Y มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมีพารามิเตอร์เป็น 1/  โดย X และ Y มีฟังกช์นั
หนาแน่นความน่าจะเป็นร่วมดงันี�  

1( , ; ) exp{ ( )}; 0, 0, 0f x y x y x y          
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วธีิความควรจะเป็นสูงสุด  (Maximun Likelihood Estimator) ของพารามิเตอร์   และ U  เป็นตวัสถิติช่วย 
(Ancillary statistic) ซึ�ง ,T U เป็นตวัสถิติร่วมที�มีความเพียงพอแต่ไม่มีความสมบูรณ์  (Jointly not complete 
sufficient statistic) ซึ�งฟังกช์นัหนาแน่นความน่าจะเป็นในรูปแบบนี� เรียกวา่ ปัญหาของไนล ์ (Problem of the Nile) 
ถูกสร้างขึ�นโดย Fisher (1959) จากการศึกษาพบวา่เนื�องจาก T เป็นตวัประมาณที�เอนเอียง  มีผูว้จิยัหลายท่านได้
ศึกษาวธีิลดความเอนเอียงของตวัประมาณดงันี�  
 Quenouille (1949) ไดก้ล่าวถึงวธีิการลดความเอนเอียงของตวัประมาณของพารามิเตอร์   ดว้ยวธีิของแจ็ค
ไนฟ์ ซึ�งจะสามารถหาตวัประมาณตวัใหม่ โดยกาํหนด ให ้X1,…,Xn เป็นตวัอยา่งสุ่มขนาด n จากประชากรที�มี
ฟังกช์ั�น หนาแน่น ความน่าจะเป็น ( ; )f x  ซึ�งมี   เป็นตวัประมาณของพารามิเตอร์  และให ้ i   เป็นตวั
ประมาณที�ถูกตดัค่าของตวัแปรสุ่ม X ที� i ออก โดยที�ตวัประมาณแจ็คไนฟ์  J คือ 
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 Schucany, Gray และ Owen (1971) ไดเ้สนอรูปแบบทั�วไปในการประมาณค่าพารามิเตอร์ดว้ยวธีิของแจ็ค
ไนฟ์ โดยสมมติวา่มีตวัประมาณ 1̂  และ 2̂  เป็นตวัประมาณที�มีความเอนเอียงของพารามิเตอร์ 𝜃 โดยสามารถหา
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	 Schucany, Gray และ Owen [3]ได้เสนอรูปแบบทั่วไปในการประมาณค่าพารามิเตอร์ด้วยวิธีของ

แจ็คไนฟ์ โดยสมมติว่ามีตัวประมาณ 

 
 

คํานํา 
 สมมติให ้X และ Y เป็นตวัแปรสุ่มที�เป็นอิสระกนั  โดยที� X มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมี

พารามิเตอร์   และ Y มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมีพารามิเตอร์เป็น 1/  โดย X และ Y มีฟังกช์นั
หนาแน่นความน่าจะเป็นร่วมดงันี�  
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วธีิความควรจะเป็นสูงสุด  (Maximun Likelihood Estimator) ของพารามิเตอร์   และ U  เป็นตวัสถิติช่วย 
(Ancillary statistic) ซึ�ง ,T U เป็นตวัสถิติร่วมที�มีความเพียงพอแต่ไม่มีความสมบูรณ์  (Jointly not complete 
sufficient statistic) ซึ�งฟังกช์นัหนาแน่นความน่าจะเป็นในรูปแบบนี� เรียกวา่ ปัญหาของไนล ์ (Problem of the Nile) 
ถูกสร้างขึ�นโดย Fisher (1959) จากการศึกษาพบวา่เนื�องจาก T เป็นตวัประมาณที�เอนเอียง  มีผูว้จิยัหลายท่านได้
ศึกษาวธีิลดความเอนเอียงของตวัประมาณดงันี�  
 Quenouille (1949) ไดก้ล่าวถึงวธีิการลดความเอนเอียงของตวัประมาณของพารามิเตอร์   ดว้ยวธีิของแจ็ค
ไนฟ์ ซึ�งจะสามารถหาตวัประมาณตวัใหม่ โดยกาํหนด ให ้X1,…,Xn เป็นตวัอยา่งสุ่มขนาด n จากประชากรที�มี
ฟังกช์ั�น หนาแน่น ความน่าจะเป็น ( ; )f x  ซึ�งมี   เป็นตวัประมาณของพารามิเตอร์  และให ้ i   เป็นตวั
ประมาณที�ถูกตดัค่าของตวัแปรสุ่ม X ที� i ออก โดยที�ตวัประมาณแจ็คไนฟ์  J คือ 
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และ

 
 

คํานํา 
 สมมติให ้X และ Y เป็นตวัแปรสุ่มที�เป็นอิสระกนั  โดยที� X มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมี

พารามิเตอร์   และ Y มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมีพารามิเตอร์เป็น 1/  โดย X และ Y มีฟังกช์นั
หนาแน่นความน่าจะเป็นร่วมดงันี�  

1( , ; ) exp{ ( )}; 0, 0, 0f x y x y x y          
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วธีิความควรจะเป็นสูงสุด  (Maximun Likelihood Estimator) ของพารามิเตอร์   และ U  เป็นตวัสถิติช่วย 
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ไนฟ์ โดยสมมติวา่มีตวัประมาณ 1̂  และ 2̂  เป็นตวัประมาณที�มีความเอนเอียงของพารามิเตอร์ 𝜃 โดยสามารถหา
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คํานํา 
 สมมติให ้X และ Y เป็นตวัแปรสุ่มที�เป็นอิสระกนั  โดยที� X มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมี

พารามิเตอร์   และ Y มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมีพารามิเตอร์เป็น 1/  โดย X และ Y มีฟังกช์นั
หนาแน่นความน่าจะเป็นร่วมดงันี�  
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 	 เพื่อให้ได้ตัวประมาณที่ดีขึ้นกว่าเดิม ผู้วิจัยจึงสนใจที่จะนำเสนอตัวประมาณจากวิธีความควรจะเป็นสูงสุด

และวิธีแจ็คไนฟ์ มาหาตัวประมาณใหม่ด้วยวิธีของ Schucany, Gray และ Owen แล้วทำการเปรียบเทียบตัว

ประมาณจากวิธีความควรจะเป็นสูงสุด โดยใช้เกณฑ์ค่าคลาดเคลื่อนกำลังสองเฉลี่ย ในการวัดความแม่นยำ
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อุปกรณ์และวิธีการ
	 ในการวิจัยครั้งนี้ได้ทำเปรียบเทียบตัวประมาณของพารามิเตอร์ในปัญหาของไนล์โดยหาตัวประมาณ

จากการประมาณ 2วิธีคือวิธีความควรจะเป็นสูงสุดและวิธีที่ผู้วิจัยทำเสนอซึ่งเป็นการหาจากตัวประมาณ

จากวิธีความควรจะเป็นสูงสุด และวิธีแจ็คไนฟ์ นำมาหาตัวประมาณใหม่โดยวิธีของ Schucany, Gray

		  ขั้นที่ 1 นำตัวประมาณจากวิธีความควรจะเป็นสูงสุดมาลดความเอนเอียงด้วยวิธีการหาตัวประมาณของ

แจ๊คไนฟ์โดยที่ 

 
 

 เพื�อใหไ้ดต้วัประมาณที�ดีขึ�นกวา่เดิม ผูว้จิยัจึงสนใจที�จะนาํเสนอตวัประมาณจากวธีิความควรจะเป็น
สูงสุด และวธีิแจ็คไนฟ์ มาหาตวัประมาณใหม่ ดว้ยวธีิของ Schucany, Gray และ Owen แลว้ทาํการเปรียบเทียบตวั
ประมาณจากวธีิความควรจะเป็นสูงสุด โดยใชเ้กณฑค์่าคลาดเคลื�อนกาํลงัสองเฉลี�ย ในการวดัความแม่นยาํ 

 
 

อุปกรณ์และวธีิการ 
 ในการวจิยัครั� งนี�ไดท้าํเปรียบเทียบตวัประมาณของพารามิเตอร์ในปัญหาของไนลโ์ดยหาตวัประมาณจาก
การประมาณ 2วธีิคือวธีิความควรจะเป็นสูงสุด และวธีิที�ผูว้จิยัทาํเสนอ ซึ�งเป็นการหาจาก ตวัประมาณจากวธีิ ความ
ควรจะเป็นสูงสุด  และวธีิแจ็คไนฟ์ นาํมาหาตวัประมาณใหม่โดยวธีิของ  Schucany, Gray และ Owen  สาํหรับตวั
ประมาณที�นาํเสนอมีขั�นตอน ดงันี�   
  ขั�นที� 1นาํตวัประมาณจากวธีิ ความควรจะเป็นสูงสุด มาลดความเอนเอียงดว้ยวธีิการหาตวัประมาณของ
แจ๊คไนฟ์โดยที� /T y x  เป็นตวัประมาณ จากวธีิความควรจะเป็นของพารามิเตอร์ 𝜃 ซึ�งตวัประมาณแจ็ค
ไนฟ์  J คือ 
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 ขั�นที� 2 นาํตวัประมาณทั�งวธีิความควรจะเป็นสูงสุดและวธีิของแจ็คไนฟ์ มาหาตวัประมาณตวัใหม่ โดย
ใชว้ธีิการของ Schucany, Gray และ Owen มีวธีิการดงันี�  
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อุปกรณ์และวธีิการ 
 ในการวจิยัครั� งนี�ไดท้าํเปรียบเทียบตวัประมาณของพารามิเตอร์ในปัญหาของไนลโ์ดยหาตวัประมาณจาก
การประมาณ 2วธีิคือวธีิความควรจะเป็นสูงสุด และวธีิที�ผูว้จิยัทาํเสนอ ซึ�งเป็นการหาจาก ตวัประมาณจากวธีิ ความ
ควรจะเป็นสูงสุด  และวธีิแจ็คไนฟ์ นาํมาหาตวัประมาณใหม่โดยวธีิของ  Schucany, Gray และ Owen  สาํหรับตวั
ประมาณที�นาํเสนอมีขั�นตอน ดงันี�   
  ขั�นที� 1นาํตวัประมาณจากวธีิ ความควรจะเป็นสูงสุด มาลดความเอนเอียงดว้ยวธีิการหาตวัประมาณของ
แจ๊คไนฟ์โดยที� /T y x  เป็นตวัประมาณ จากวธีิความควรจะเป็นของพารามิเตอร์ 𝜃 ซึ�งตวัประมาณแจ็ค
ไนฟ์  J คือ 
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 ขั�นที� 2 นาํตวัประมาณทั�งวธีิความควรจะเป็นสูงสุดและวธีิของแจ็คไนฟ์ มาหาตวัประมาณตวัใหม่ โดย
ใชว้ธีิการของ Schucany, Gray และ Owen มีวธีิการดงันี�  
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ตวัอยา่ง n คือ 2,3,...,50n  และกาํหนดค่าพารามิเตอร์คือ  0.1 0.3 0.5 0.7 และ 0.9 ทาํการประมาณ

	
	 จากนั้นทำการจำลองข้อมูล 2 ชุดที่เป็นอิสระต่อกันด้วยโปรแกรม R นั่นคือ X=X

1
,...X

n 
และ Y=Y

1
,...Y

n 

ซึ่ งมาจากฟังก์ชั่นการแจกแจงแบบ

 
 

 เพื�อใหไ้ดต้วัประมาณที�ดีขึ�นกวา่เดิม ผูว้จิยัจึงสนใจที�จะนาํเสนอตวัประมาณจากวธีิความควรจะเป็น
สูงสุด และวธีิแจ็คไนฟ์ มาหาตวัประมาณใหม่ ดว้ยวธีิของ Schucany, Gray และ Owen แลว้ทาํการเปรียบเทียบตวั
ประมาณจากวธีิความควรจะเป็นสูงสุด โดยใชเ้กณฑค์่าคลาดเคลื�อนกาํลงัสองเฉลี�ย ในการวดัความแม่นยาํ 

 
 

อุปกรณ์และวธีิการ 
 ในการวจิยัครั� งนี�ไดท้าํเปรียบเทียบตวัประมาณของพารามิเตอร์ในปัญหาของไนลโ์ดยหาตวัประมาณจาก
การประมาณ 2วธีิคือวธีิความควรจะเป็นสูงสุด และวธีิที�ผูว้จิยัทาํเสนอ ซึ�งเป็นการหาจาก ตวัประมาณจากวธีิ ความ
ควรจะเป็นสูงสุด  และวธีิแจ็คไนฟ์ นาํมาหาตวัประมาณใหม่โดยวธีิของ  Schucany, Gray และ Owen  สาํหรับตวั
ประมาณที�นาํเสนอมีขั�นตอน ดงันี�   
  ขั�นที� 1นาํตวัประมาณจากวธีิ ความควรจะเป็นสูงสุด มาลดความเอนเอียงดว้ยวธีิการหาตวัประมาณของ
แจ๊คไนฟ์โดยที� /T y x  เป็นตวัประมาณ จากวธีิความควรจะเป็นของพารามิเตอร์ 𝜃 ซึ�งตวัประมาณแจ็ค
ไนฟ์  J คือ 

1
/

n

J i
i

T n 


  

 ขั�นที� 2 นาํตวัประมาณทั�งวธีิความควรจะเป็นสูงสุดและวธีิของแจ็คไนฟ์ มาหาตวัประมาณตวัใหม่ โดย
ใชว้ธีิการของ Schucany, Gray และ Owen มีวธีิการดงันี�  

 ให ้ 1 2
ˆ ˆ ˆ, JT    และ 1 2

ˆ( ) ( ) ( ), ( ) ( ) ( )JE T f n b E f n b        โดยที�

1 2
1 1( ) , ( )

1
f n f n

n n
 


 จากนั�นแทนค่าลงใน 

1 2

1 2

1 2

ˆ ˆ

( ) ( )ˆ
1 1
( ) ( )

pr

f n f n

f n f n

 

   

ตวัประมาณตวัใหม่ที�ไม่เอนเอียงคือ 

 
( 1)ˆ ˆ

pr J
nnT

n
 

   

      
 จากนั�นทาํการจาํลองขอ้มูล  2 ชุดที�เป็นอิสระต่อกนัดว้ยโปรแกรม R นั�นคือ 1( ,..., )nX X X และ 

1( ,..., )nY Y Y ซึ�งมาจากฟังกช์ั�นการแจกแจงแบบ ( )EXP  และ (1/ )EXP   ตามลาํดบั โดยกาํหนดขนาด
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ตามลำดับ  โดยกำหนดขนาดตัวอย่ าง

n คือ n=2,3,...,50 และกำหนดค่าพารามิเตอร์คือ  0.1 0.3 0.5 0.7 และ 0.9 ทำการประมาณค่าพารามิเตอร์

จากข้อมูลที่ได้

 
 

คํานํา 
 สมมติให ้X และ Y เป็นตวัแปรสุ่มที�เป็นอิสระกนั  โดยที� X มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมี

พารามิเตอร์   และ Y มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมีพารามิเตอร์เป็น 1/  โดย X และ Y มีฟังกช์นั
หนาแน่นความน่าจะเป็นร่วมดงันี�  

1( , ; ) exp{ ( )}; 0, 0, 0f x y x y x y          

 ให้ 
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    และ /T y x ,U xy   เมื�อ T   เป็นตวัประมาณแบบ

วธีิความควรจะเป็นสูงสุด  (Maximun Likelihood Estimator) ของพารามิเตอร์   และ U  เป็นตวัสถิติช่วย 
(Ancillary statistic) ซึ�ง ,T U เป็นตวัสถิติร่วมที�มีความเพียงพอแต่ไม่มีความสมบูรณ์  (Jointly not complete 
sufficient statistic) ซึ�งฟังกช์นัหนาแน่นความน่าจะเป็นในรูปแบบนี� เรียกวา่ ปัญหาของไนล ์ (Problem of the Nile) 
ถูกสร้างขึ�นโดย Fisher (1959) จากการศึกษาพบวา่เนื�องจาก T เป็นตวัประมาณที�เอนเอียง  มีผูว้จิยัหลายท่านได้
ศึกษาวธีิลดความเอนเอียงของตวัประมาณดงันี�  
 Quenouille (1949) ไดก้ล่าวถึงวธีิการลดความเอนเอียงของตวัประมาณของพารามิเตอร์   ดว้ยวธีิของแจ็ค
ไนฟ์ ซึ�งจะสามารถหาตวัประมาณตวัใหม่ โดยกาํหนด ให ้X1,…,Xn เป็นตวัอยา่งสุ่มขนาด n จากประชากรที�มี
ฟังกช์ั�น หนาแน่น ความน่าจะเป็น ( ; )f x  ซึ�งมี   เป็นตวัประมาณของพารามิเตอร์  และให ้ i   เป็นตวั
ประมาณที�ถูกตดัค่าของตวัแปรสุ่ม X ที� i ออก โดยที�ตวัประมาณแจ็คไนฟ์  J คือ 

1
/

n

J i
i

n  


  

 Schucany, Gray และ Owen (1971) ไดเ้สนอรูปแบบทั�วไปในการประมาณค่าพารามิเตอร์ดว้ยวธีิของแจ็ค
ไนฟ์ โดยสมมติวา่มีตวัประมาณ 1̂  และ 2̂  เป็นตวัประมาณที�มีความเอนเอียงของพารามิเตอร์ 𝜃 โดยสามารถหา
ตวัประมาณ 𝜃� ซึ�งเป็นตวัประมาณที�ไม่มีความเอนเอียงของพารามิเตอร์ 𝜃 ไดด้งันี�   
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ซึ่งทำซ้ำ 1000 ครั้งเพื่อคำนวณ MSE ของตัวประมาณ T แต่ละวิธี พร้อมทั้งเปรียบเทียบค่า

คลาดเคลื่อนกำลังสองเฉลี่ยของตัวประมาณ T และ

 
 

ค่าพารามิเตอร์  จากขอ้มูลที�ได ้ซึ�งทาํซํ� า 1000 ครั� ง เพื�อคาํนวณ MSE ของตวัประมาณแต่ละวธีิ พร้อมทั�ง
เปรียบเทียบค่าคลาดเคลื�อนกาํลงัสองเฉลี�ยของตวัประมาณ T  และ ˆ

pr  
 

ผลการวจัิยและอภิปรายผล 
 การจาํลองขอ้มูลเมื�อ 2,3,...,50n  และ 0.1,0.3,0.5,0,7  และ 0.9  พบวา่เมื�อตวัอยา่ง มี
ขนาดเลก็ ตวัประมาณโดย วธีิที�ผูว้จิยันาํเสนอ นั�นจะมีค่าความคลาดเคลื�อนกาํลงัสองเฉลี�ยตํ�า กวา่วธีิความควรจะ
เป็นสูงสุด และเมื�อขนาดตวัอยา่งเพิ�มขึ�น พบวา่ตวัประมาณทั�งสองมีค่าคลาดเคลื�อนกาํลงัสองเฉลี�ย ใกลเ้คียงกนัดงั
รูปที�1 -5  
  

 
กาํหนดให ้mse.newceta คือ ค่าคลาดเคลื�อนกาํลงัสองเฉลี�ยของ ˆ

pr  
    mse.TMLE   คือ ค่าคลาดเคลื�อนกาํลงัสองเฉลี�ยของ T  

รูปที� 1 ค่าเคลื�อนกาํลงัสองเฉลี�ยของวธีิการประมาณค่าพารามิเตอร์เมื�อ 2,3,...,50n  และ 0.1   
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ตวัประมาณ 𝜃� ซึ�งเป็นตวัประมาณที�ไม่มีความเอนเอียงของพารามิเตอร์ 𝜃 ไดด้งันี�   
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 ซึ�ง 1( )f n และ 2 ( )f n  หาไดจ้าก 
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= 0.1,0.3,0.5,0,7 และ 0.9 พบว่าเมื่อตัวอย่างมีขนาดเล็ก ตัวประมาณ

โดยวิธีที่ผู้วิจัยนำเสนอนั้นจะมีค่าความคลาดเคลื่อนกำลังสองเฉลี่ยต่ำกว่าวิธีความควรจะเป็นสูงสุด และเมื่อ

ขนาดตัวอย่างเพิ่มขึ้น พบว่าตัวประมาณทั้งสองมีค่าคลาดเคลื่อนกำลังสองเฉลี่ยใกล้เคียงกันดังรูปที่ 1 -5

 
 

ค่าพารามิเตอร์  จากขอ้มูลที�ได ้ซึ�งทาํซํ� า 1000 ครั� ง เพื�อคาํนวณ MSE ของตวัประมาณแต่ละวธีิ พร้อมทั�ง
เปรียบเทียบค่าคลาดเคลื�อนกาํลงัสองเฉลี�ยของตวัประมาณ T  และ ˆ

pr  
 

ผลการวจัิยและอภิปรายผล 
 การจาํลองขอ้มูลเมื�อ 2,3,...,50n  และ 0.1,0.3,0.5,0,7  และ 0.9  พบวา่เมื�อตวัอยา่ง มี
ขนาดเลก็ ตวัประมาณโดย วธีิที�ผูว้จิยันาํเสนอ นั�นจะมีค่าความคลาดเคลื�อนกาํลงัสองเฉลี�ยตํ�า กวา่วธีิความควรจะ
เป็นสูงสุด และเมื�อขนาดตวัอยา่งเพิ�มขึ�น พบวา่ตวัประมาณทั�งสองมีค่าคลาดเคลื�อนกาํลงัสองเฉลี�ย ใกลเ้คียงกนัดงั
รูปที�1 -5  
  

 
กาํหนดให ้mse.newceta คือ ค่าคลาดเคลื�อนกาํลงัสองเฉลี�ยของ ˆ

pr  
    mse.TMLE   คือ ค่าคลาดเคลื�อนกาํลงัสองเฉลี�ยของ T  

รูปที� 1 ค่าเคลื�อนกาํลงัสองเฉลี�ยของวธีิการประมาณค่าพารามิเตอร์เมื�อ 2,3,...,50n  และ 0.1   
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รูปที่ 1 ค่าเคลื่อนกำลังสองเฉลี่ยของวิธีการประมาณค่าพารามิเตอร์เมื่อ n = 2,3,...,50 และ 

 
 

คํานํา 
 สมมติให ้X และ Y เป็นตวัแปรสุ่มที�เป็นอิสระกนั  โดยที� X มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมี

พารามิเตอร์   และ Y มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมีพารามิเตอร์เป็น 1/  โดย X และ Y มีฟังกช์นั
หนาแน่นความน่าจะเป็นร่วมดงันี�  

1( , ; ) exp{ ( )}; 0, 0, 0f x y x y x y          

 ให้ 
1 1

/ , /
n n

i i
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x x n y y n
 

    และ /T y x ,U xy   เมื�อ T   เป็นตวัประมาณแบบ

วธีิความควรจะเป็นสูงสุด  (Maximun Likelihood Estimator) ของพารามิเตอร์   และ U  เป็นตวัสถิติช่วย 
(Ancillary statistic) ซึ�ง ,T U เป็นตวัสถิติร่วมที�มีความเพียงพอแต่ไม่มีความสมบูรณ์  (Jointly not complete 
sufficient statistic) ซึ�งฟังกช์นัหนาแน่นความน่าจะเป็นในรูปแบบนี� เรียกวา่ ปัญหาของไนล ์ (Problem of the Nile) 
ถูกสร้างขึ�นโดย Fisher (1959) จากการศึกษาพบวา่เนื�องจาก T เป็นตวัประมาณที�เอนเอียง  มีผูว้จิยัหลายท่านได้
ศึกษาวธีิลดความเอนเอียงของตวัประมาณดงันี�  
 Quenouille (1949) ไดก้ล่าวถึงวธีิการลดความเอนเอียงของตวัประมาณของพารามิเตอร์   ดว้ยวธีิของแจ็ค
ไนฟ์ ซึ�งจะสามารถหาตวัประมาณตวัใหม่ โดยกาํหนด ให ้X1,…,Xn เป็นตวัอยา่งสุ่มขนาด n จากประชากรที�มี
ฟังกช์ั�น หนาแน่น ความน่าจะเป็น ( ; )f x  ซึ�งมี   เป็นตวัประมาณของพารามิเตอร์  และให ้ i   เป็นตวั
ประมาณที�ถูกตดัค่าของตวัแปรสุ่ม X ที� i ออก โดยที�ตวัประมาณแจ็คไนฟ์  J คือ 
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 Schucany, Gray และ Owen (1971) ไดเ้สนอรูปแบบทั�วไปในการประมาณค่าพารามิเตอร์ดว้ยวธีิของแจ็ค
ไนฟ์ โดยสมมติวา่มีตวัประมาณ 1̂  และ 2̂  เป็นตวัประมาณที�มีความเอนเอียงของพารามิเตอร์ 𝜃 โดยสามารถหา
ตวัประมาณ 𝜃� ซึ�งเป็นตวัประมาณที�ไม่มีความเอนเอียงของพารามิเตอร์ 𝜃 ไดด้งันี�   
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กาํหนดให ้mse.newceta คือ ค่าคลาดเคลื�อนกาํลงัสองเฉลี�ยของ ˆ

pr  
    mse.TMLE   คือ ค่าคลาดเคลื�อนกาํลงัสองเฉลี�ยของ T  

 
รูปที� 2 ค่าเคลื�อนกาํลงัสองเฉลี�ยของวธีิการประมาณค่าพารามิเตอร์เมื�อ 2,3,...,50n  และ 0.3   

  

 
กาํหนดให ้mse.newceta คือ ค่าคลาดเคลื�อนกาํลงัสองเฉลี�ยของ ˆ

pr  
    mse.TMLE   คือ ค่าคลาดเคลื�อนกาํลงัสองเฉลี�ยของ T  

รูปที� 3 ค่าเคลื�อนกาํลงัสองเฉลี�ยของวธีิการประมาณค่าพารามิเตอร์เมื�อ 2,3,...,50n  และ 0.5   
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กาํหนดให ้mse.newceta คือ ค่าคลาดเคลื�อนกาํลงัสองเฉลี�ยของ ˆ

pr  
    mse.TMLE   คือ ค่าคลาดเคลื�อนกาํลงัสองเฉลี�ยของ T  

 
รูปที� 2 ค่าเคลื�อนกาํลงัสองเฉลี�ยของวธีิการประมาณค่าพารามิเตอร์เมื�อ 2,3,...,50n  และ 0.3   

  

 
กาํหนดให ้mse.newceta คือ ค่าคลาดเคลื�อนกาํลงัสองเฉลี�ยของ ˆ

pr  
    mse.TMLE   คือ ค่าคลาดเคลื�อนกาํลงัสองเฉลี�ยของ T  

รูปที� 3 ค่าเคลื�อนกาํลงัสองเฉลี�ยของวธีิการประมาณค่าพารามิเตอร์เมื�อ 2,3,...,50n  และ 0.5   
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รูปที่ 2 ค่าเคลื่อนกำลังสองเฉลี่ยของวิธีการประมาณค่าพารามิเตอร์เมื่อ n = 2,3,...,50 และ 

 
 

คํานํา 
 สมมติให ้X และ Y เป็นตวัแปรสุ่มที�เป็นอิสระกนั  โดยที� X มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมี

พารามิเตอร์   และ Y มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมีพารามิเตอร์เป็น 1/  โดย X และ Y มีฟังกช์นั
หนาแน่นความน่าจะเป็นร่วมดงันี�  

1( , ; ) exp{ ( )}; 0, 0, 0f x y x y x y          

 ให้ 
1 1

/ , /
n n

i i
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x x n y y n
 

    และ /T y x ,U xy   เมื�อ T   เป็นตวัประมาณแบบ

วธีิความควรจะเป็นสูงสุด  (Maximun Likelihood Estimator) ของพารามิเตอร์   และ U  เป็นตวัสถิติช่วย 
(Ancillary statistic) ซึ�ง ,T U เป็นตวัสถิติร่วมที�มีความเพียงพอแต่ไม่มีความสมบูรณ์  (Jointly not complete 
sufficient statistic) ซึ�งฟังกช์นัหนาแน่นความน่าจะเป็นในรูปแบบนี� เรียกวา่ ปัญหาของไนล ์ (Problem of the Nile) 
ถูกสร้างขึ�นโดย Fisher (1959) จากการศึกษาพบวา่เนื�องจาก T เป็นตวัประมาณที�เอนเอียง  มีผูว้จิยัหลายท่านได้
ศึกษาวธีิลดความเอนเอียงของตวัประมาณดงันี�  
 Quenouille (1949) ไดก้ล่าวถึงวธีิการลดความเอนเอียงของตวัประมาณของพารามิเตอร์   ดว้ยวธีิของแจ็ค
ไนฟ์ ซึ�งจะสามารถหาตวัประมาณตวัใหม่ โดยกาํหนด ให ้X1,…,Xn เป็นตวัอยา่งสุ่มขนาด n จากประชากรที�มี
ฟังกช์ั�น หนาแน่น ความน่าจะเป็น ( ; )f x  ซึ�งมี   เป็นตวัประมาณของพารามิเตอร์  และให ้ i   เป็นตวั
ประมาณที�ถูกตดัค่าของตวัแปรสุ่ม X ที� i ออก โดยที�ตวัประมาณแจ็คไนฟ์  J คือ 
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 Schucany, Gray และ Owen (1971) ไดเ้สนอรูปแบบทั�วไปในการประมาณค่าพารามิเตอร์ดว้ยวธีิของแจ็ค
ไนฟ์ โดยสมมติวา่มีตวัประมาณ 1̂  และ 2̂  เป็นตวัประมาณที�มีความเอนเอียงของพารามิเตอร์ 𝜃 โดยสามารถหา
ตวัประมาณ 𝜃� ซึ�งเป็นตวัประมาณที�ไม่มีความเอนเอียงของพารามิเตอร์ 𝜃 ไดด้งันี�   
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= 0.3

รูปที่ 3 ค่าเคลื่อนกำลังสองเฉลี่ยของวิธีการประมาณค่าพารามิเตอร์เมื่อ n = 2,3,...,50 และ 

 
 

คํานํา 
 สมมติให ้X และ Y เป็นตวัแปรสุ่มที�เป็นอิสระกนั  โดยที� X มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมี

พารามิเตอร์   และ Y มีการแจกแจงแบบเอก็ซ์โพเนนเชียลซึ�งมีพารามิเตอร์เป็น 1/  โดย X และ Y มีฟังกช์นั
หนาแน่นความน่าจะเป็นร่วมดงันี�  

1( , ; ) exp{ ( )}; 0, 0, 0f x y x y x y          

 ให้ 
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x x n y y n
 

    และ /T y x ,U xy   เมื�อ T   เป็นตวัประมาณแบบ

วธีิความควรจะเป็นสูงสุด  (Maximun Likelihood Estimator) ของพารามิเตอร์   และ U  เป็นตวัสถิติช่วย 
(Ancillary statistic) ซึ�ง ,T U เป็นตวัสถิติร่วมที�มีความเพียงพอแต่ไม่มีความสมบูรณ์  (Jointly not complete 
sufficient statistic) ซึ�งฟังกช์นัหนาแน่นความน่าจะเป็นในรูปแบบนี� เรียกวา่ ปัญหาของไนล ์ (Problem of the Nile) 
ถูกสร้างขึ�นโดย Fisher (1959) จากการศึกษาพบวา่เนื�องจาก T เป็นตวัประมาณที�เอนเอียง  มีผูว้จิยัหลายท่านได้
ศึกษาวธีิลดความเอนเอียงของตวัประมาณดงันี�  
 Quenouille (1949) ไดก้ล่าวถึงวธีิการลดความเอนเอียงของตวัประมาณของพารามิเตอร์   ดว้ยวธีิของแจ็ค
ไนฟ์ ซึ�งจะสามารถหาตวัประมาณตวัใหม่ โดยกาํหนด ให ้X1,…,Xn เป็นตวัอยา่งสุ่มขนาด n จากประชากรที�มี
ฟังกช์ั�น หนาแน่น ความน่าจะเป็น ( ; )f x  ซึ�งมี   เป็นตวัประมาณของพารามิเตอร์  และให ้ i   เป็นตวั
ประมาณที�ถูกตดัค่าของตวัแปรสุ่ม X ที� i ออก โดยที�ตวัประมาณแจ็คไนฟ์  J คือ 
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