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Editorial

The ASEAN Journal of Scientific and Technological Reports (AJSTR) Vol. 25 No. 1 (January - March 2022) ISSN 
2773-8752 (Online) is the second issue under the name of AJSTR. This issue is published 8 worth reading research articles. 
These exciting research articles were reviewed and answered by experts from various universities and institutions. 
We sincerely hope that some of the research papers will help guide and motivate our active researchers to produce and 
create their research more valuable shortly. The AJSTR has served our energetic readers and customers on the international 
level. For this reason, all selected and accepted research articles will be written and organized in English. Furthermore, the 
new international editorial board of AJSTR has also been set up and started to administrate and manage all the journal’s 
business simultaneously. From now on, the AJSTR and a new editorial team are ready to organize, manage, publish, and 
deliver all good quality articles written in well organized English to the world of academic society. I would like to introduce 
AJSTR editorial board members as below.
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Abstract: The development of greener methodologies is an important field in 
the framework of green chemistry. In this research study, N,N-
dimethylbenzimidazolium iodide in NaOH was developed as an efficient 
catalyst for intermolecular stetter reaction in the greenest solvent (water) to 
afford the desired 1,4-addition products in good yields of 58-77%. Moreover, the 
benzimidazolium salt catalyst and NaOH mixture can be reused for at least 4 
additional reactions with a consistent yield of 65%. 
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1. Introduction 
The use of water as a reaction has been intensively investigated in recent years owing to water 

reputation as the greenest solvent with nontoxicity, safety, and nature’s solvent, mild conditions and possesses 
distinguished physical and chemical properties [1-2]. Besides, it exhibits powerful hydrogen bonding and a 
wide temperature range to remain in the liquid state. Many organic compound transformations have been 
carried out in water [3-4]. Many organic solvents like methylene chloride, dimethylformamide, acetone, 
benzene, methanol, toluene are carcinogenic and toxic to human health, which causes an environmental issue 
by polluting the atmosphere. For this reason, the organic reaction in an aqueous medium has become a new 
way of thinking about chemistry, as is the case for green chemistry.  

Over the past decade, various organic reactions have been found to perform successfully synthesis in 
water of 2-amino-1,3,4-thiadiazoles [5], pyrimido[4,5-d]pyrimidine [6], pyrano[2,3-c]pyrazoles [7], substituted 
3,4-dihydropyrimidin-2(1H)-ones [8], 2-amino-4-(5-hydroxy-3-methyl-1H-pyra¬zol-4-yl)-4H chromene-3-
carbonitrile derivatives [9], spiroindoline-pyranopyrazoles [10] 2-aminothiazoles [11] and benzoin condensation 
[12].Type of N-heterocyclic carbenes (NHCs) (Figure 1) has attracted considerable interest in recent years due 
to their ability to reverse aldehydes' normal mode of reactivity, rendering them nucleophilic at the carbonyl 
carbon. Especially stetter reaction has received significant interest in organocatalyzed reactions due to their 
special electronic characteristics [13-16]. The utilization of organocatalytic activation of NHC for new bond-
formation between aldehyde and electrophilic double bond opens up a new avenue for the synthesis of 1,4-
dicarbonyl compounds, which are useful building blocks for the synthesis of a wide range of heterocyclic and 
carbocyclic compounds, including furans, thiophene, pyridazines, and pyrrole derivatives [17]. For example, 
the use of thiamine as a catalyst in Stetter reaction [18] and the catalytic reaction of NHC of enals [19] have 
been well-documented.  

 

 
 
Figure 1. General types of N-heterocyclic carbenes 
 

In the past, stetter reactions had to be carried out in aprotic solvents and conventional organic solvents 
such as dimethylformamide [20-21], ethanol [22] and dioxane [23]. Therefore, this reaction has also been 
carried out in ionic liquid catalyzed by thiazolium [24] and benzimidazolium salts [24], respectively. In our 
previous work, N,N-dimethylbenzimidazolium iodide was used as an effective and recyclable catalyst for 
stetter reaction in ionic liquid [Bmim]OH [25]. Herein, we report our extended investigation of greener aspects 
of stetter reaction in an aqueous medium catalyzed by N,N-dimethylbenzimidazolium iodide and NaOH. 

 
2. Materials and Methods 

All chemicals in the experiment were analytical grade and used directly without further purification. 
Melting points were determined in capillary tubes in a Buchi B 545 apparatus. The products were identified 
by comparing their melting points and spectral data (FTIR, 1H & 13C NMR) with those in the authentic samples. 
FT-IR spectra were obtained as KBr disks on a Shimadzu spectrometer which scans from 400 to 4000 
wavenumber. The 1H and 13C NMR data were recorded on a Varian Mercury plus spectrometer (400 MHz). 
CDCl3 was used as a solvent and internal standard. Coupling constant (J) are reported in Hertz (Hz) and the 
multiplicity abbreviations used are singlet (s), doublet (d), triplet (t), quartet (q), and multiplet (m). 
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2.1 General procedure for intermolecular stetter reaction between either acrylonitrile (2), ethyl acrylate (6) 
or methyl vinyl ketone (7) and aromatic aldehydes 1 catalysed by N,N-dimethylbenzimidazolium iodide 
(3) in water 

N,N-dimethylbenzimidazolium iodide (3) (0.20 mmol) and NaOH (0.20 mmol) in water (5 mL) was 
added to either acrylonitrile (2), ethyl acrylate (6) or methyl vinyl ketone (7) (2.00 mmol) and aromatic 
aldehyde 1 (1.00 mmol) at a temperature range of room temperature to 100 oC under magnetic stirring for 3-6 
h. After the completion of the reaction indicated by TLC (100% dichloromethane), the reaction mixture was 
extracted with ethyl acetate (330 mL). The combined organic extract was dried (anh. Na2SO4), and the solvent 
was removed under reduced pressure. The residue was purified using preparative thin-layer chromatography 
(silica gel, elution with dichloromethane). The purified corresponding 1,4-addition products 4a-l, acyloin 
products 5a-d with their physical data were listed below. The aqueous phase consists of catalyst, NaOH, and 
water was used as a recycling condition for the new reaction without purification.  

4-Phenyl-4-oxobutanenitrile (4a): White crystals; Yield 75%; Rf = 0.51 (100% dichloromethane); m.p. 
74-76 oC (lit. 74-76 oC) [26]; IR (KBr) max: 3069, 2925, 2889, 2251, 1678, 1607, 1522 and 1413 cm-1; 1H NMR (CDCl3): 
 7.97 (2H, d, J = 7.2 Hz, 2-H and 6-H), 7.63 (1H, t, J = 7.6 Hz, 4-H), 7.51 (2H, t, J = 7.6 Hz, 3-H and 5-H), 3.39 (2H, 
t, J = 7.2 Hz, CH2CH2CN) and 2.79 (2H, t, J = 7.2 Hz, CH2CH2CN); 13C NMR (CDCl3):  11.9, 34.3, 119.2, 128.0, 
128.7, 133.9, 135.7 and 195.4 

4-(4-Chlorophenyl-4-oxobutanenitrile (4b): White crystals; Yield 77%; Rf = 0.45 (100% 
dichloromethane); m.p. 72-73 oC (lit. 72-73 oC) [27]; IR (KBr) max: 3090, 3061, 2928, 2253, 1677, 1588, 1489, 1401 
and 775 cm-1; 1H NMR (CDCl3):  7.88 (2H, d, J = 8.4 Hz, 2-H and 6-H), 7.46 (2H, d, J = 8.4 Hz, 3-H and 5-H), 3.36 
(2H, t, J = 7.2 Hz, CH2CH2CN) and 2.78 (2H, t, J = 7.2 Hz, CH2CH2CN);  13C NMR (CDCl3): 11.7, 34.3, 119.2, 129.3, 
129.3, 133.9, 140.5 and 194.2 

4-(4-Tolyl) -4-oxobutanenitrile (4c) : White crystals; Yield 71%; Rf = 0..52 (100% dichloromethane); 
m.p. 75-77 oC (lit. 75-77 oC) [28]; IR (KBr) max: 3044, 2927, 2855, 2250, 1681, 1673, 1609 and 1425 cm-1; 1H NMR 
(CDCl3):  7.87 (2H, d, J = 8.0 Hz, 2-H and 6-H), 7.29 (2H, d, J = 8.0 Hz, 3-H and 5-H), 3.38 (2H, t, J = 7.2 Hz, 
CH2CH2CN), 2.78 (2H, t, J = 7.2 Hz, CH2CH2CN) and 2.42 (3H, s, Ar-CH3); 13C NMR (CDCl3):  11.8, 29.8, 34.1, 
119.4, 128.1, 129.6, 133.2, 144.9 and 201.3 

4-(Pyridin-4-yl)-4-oxobutanenitrile (4d): Yellow crystals; Yield 73%; Rf = 0.53 (100% 
dichloromethane); m.p. 135-137 oC (lit. 135-137 oC) [29];  IR (KBr) max: 3070, 2954, 2925, 2257, 2681, 1690, 1581, 
1450, 1332, 1216 and 1000 cm-1;  1H NMR  8.76 (2H, d, J = 8.4 Hz, 2-H and 6-H), 7.89 (2H, d, J = 8.4 Hz, 3-H 
and 5-H), 3.01 (2H, t, J = 7.2 Hz, CH2CH2CN) and 2.75 (2H, t, J = 7.2 Hz, CH2CH2CN);  13C NMR   14.9, 38.9, 
119.6, 122.6, 135.0, 135.3, 150.5 and 198.9 

1-Phenyl-1,4-pentanedione (4e): Yellow crystals; Yield 73%; Rf = 0.56 (100% dichloromethane); m.p. 
70-72 oC; IR (KBr) max: 3417, 3050, 2900, 1718, 1676, 1596, 1446, 1353, 1211, 1162 and 1068 cm-1;  1H NMR  7.84 
(2H, d, J = 7.2 Hz, 2-H and 6-H), 7.71 (1H, t, J = 7.6 Hz, 4-H), 7.44 (2H, t, J = 7.6 Hz, 3-H and 5-H), 3.23 (2H, t, J = 
13.1 Hz, CH2CH2COCH3), 2.84 (2H, t, J = 13.1 Hz, CH2CH2COCH3) and 2.17 (3H, s, CH2CH2COCH3); 13C NMR   
29.8, 32.3, 36.9, 127.8, 128.4, 132.9, 136.6, 198.3 and 206.9  

1-(4-Chlorophenyl)-1,4-pentanedione (4f): Yellow crystals; Yield 75%; Rf = 0.50 (100% 
dichloromethane); m.p. 71-73 oC; IR (KBr) max: 3100, 2902, 1718, 1673, 1590, 1355, 1317, 1214 and 1089 cm-1;  1H 
NMR  7.90 (2H, d, J = 8.8 Hz, 2-H and 6-H), 7.41 (2H, d, J = 8.8 Hz, 3-H and 5-H), 3.21 (2H, t, J = 13.2 Hz, 
CH2CH2COCH3), 2.75 (2H, t, J = 13.2 Hz, CH2CH2COCH3) and 2.18 (3H, s, CH2CH2COCH3); 13C NMR  29.7, 32.1, 
36.8, 128.1, 128.8, 134.9, 139.3, 197.1 and 206.8  

1-( 4-Tolyl) -1,4-pentanedione (4g): Yellow crystals; Yield 70%; Rf = 0.48 (100% dichloromethane);   
m.p. 83-85 oC; IR (KBr) max: 3091, 2914, 1708, 1679, 1584, 1390, 1321, 1217 and 1109 cm-1;  1H NMR  7.88 (2H, d, 
J = 8.4 Hz, 2-H and 6-H), 7.31 (2H, d, J = 8.4 Hz, 3-H and 5-H), 3.22 (2H, t, J = 13.2 Hz, CH2CH2COCH3), 2.78 
(2H, t, J = 13.2 Hz, CH2CH2COCH3) and 2.16 (3H, s, CH2CH2COCH3); 13C NMR  11.9, 29.6, 32.2, 36.7, 128.9, 130.1, 
134.5, 138.7, 198.1 and 206.7  

1-(Pyridin-4-yl)-1,4-pentanedione (4h): Yellow crystals; Yield 72%; Rf = 0.42 (100% dichloromethane); 
m.p. 99-101 oC; IR (KBr) max: 3111, 2969, 1711, 1679, 1593, 1375, 1319, 1214, 1111 and 1089 cm-1;  1H NMR  8.72 
(2H, d, J = 8.8 Hz, 2-H and 6-H), 7.85 (2H, d, J = 8.8 Hz, 3-H and 5-H), 3.25 (2H, t, J = 13.2 Hz, CH2CH2COCH3), 
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2.81 (2H, t, J = 13.2 Hz, CH2CH2COCH3) and 2.17 (3H, s, CH2CH2COCH3); 13C NMR   29.9, 32.5, 36.9, 120.4, 134.6, 
140.6, 198.3 and 206.8  

Ethyl 4-phenyl-4-oxobutanoate ( 4i) : Yellow liquid; Yield 62%; Rf = 0.54 (100% dichloromethane);         
IR (neat) max: 3030, 2949, 1723, 1640, 1569, 1448, 1389, 1260 and 1183 cm-1; 1H NMR  7.97 (2H, d, J  = 7.6 Hz, 2-
H and 6-H), 7.55 (1H, t, J = 7.6 Hz, 4-H), 7.46 (2H, t, J = 7.6 Hz, 3-H and 5-H), 4.17 (2H, q, J = 7.6 Hz, OCH2CH3), 
3.32 (2H, t, J = 6.8 Hz, CH2CH2CO2CH2CH3), 2.73 (2H, t, J = 6.8 Hz, CH2CH2CO2CH2CH3) and 1.26 (3H, t, J = 7.6 
Hz, CO2CH2CH3); 13C NMR  14.3, 28.5, 33.5, 60.6, 128.2, 128.6, 133.4, 136.6, 172.9 and 198.2. 

Ethyl 4-(4-dichlorophenyl)-4-oxobutanoate (4j): White crystals; Yield 66%; Rf = 0.55 (100% 
dichloromethane); mp 55-57 oC (lit. 56-58 oC) [30]; IR (KBr) max: 3013, 2961, 1745, 1687, 1600, 1446, 1330 and 
1273 cm-1; 1H NMR  7.86 (2H, d, J = 8.8 Hz, 2-H and 6-H), 7.36 (2H, d, J = 8.8 Hz, 3-H and 5-H), 4.09 (2H, q, J 
= 7.8 Hz, CO2CH2CH3), 3.21 (2H, t, J = 6.8 Hz, CH2CH2CO2CH2CH3), 2.68 (2H, t, J = 6.8 Hz, CH2CH2CO2CH2CH3) 
and 1.22 (3H, t, J = 7.8 Hz, CO2CH2CH3);  13C NMR  14.2, 28.3, 33.3, 60.8, 128.9, 129.5, 134.7, 139.6, 172.7 and 
197.1. 

Ethyl 4-(4-tolyl) -4-oxobutanoate (4k) : White crystals; Yield 58%; Rf = 0.49 (100% dichloromethane); 
mp 64-65 oC; IR (KBr) max: 3059, 2971, 1748, 1690, 1596, 1451, 1323, 1179, 1005 and 763 cm-1; 1H NMR  7.87 (2H, 
d, J = 8.4 Hz, 2-H and 6-H), 7.38 (2H, d, J = 8.4 Hz, 3-H and 5-H), 4.09 (2H, q, J = 7.6 Hz, CO2CH2CH3), 3.21 
(2H, t, J = 6.8 Hz, CH2CH2CO2CH2CH3), 2.68 (2H, t, J = 6.8 Hz, CH2CH2CO2CH2CH3 ), 2.13 (3H , s, CH3Ar) and 
1.23 (3H, t, J = 7.6 Hz, CO2CH2CH3); 13C NMR  14.1, 28.4, 30.9, 33.2, 60.7, 128.9, 129.6, 134.8, 139.7, 172.9 and 
196.9. 

Ethyl 4-(pyridin-4-yl)-4-oxobutanoate (4l): Yellow liquid; Yield 64%; Rf = 0.47 (100% 
dichloromethane); IR (neat) max: 3100, 2983, 2911, 1735, 1680, 1590, 1453, 1361, 1223, 1165 and 1042 cm-1; 1H 
NMR  8.76 (2H, d, J = 8.8 Hz, 2-H and 6-H), 7.88 (2H, d, J = 8.8 Hz, 3-H and 5-H), 4.13 (2H, q, J = 7.6 Hz, 
CO2CH2CH3), 3.01 (2H, t, J = 6.8 Hz, CH2CH2CO2CH2CH3), 2.72 (2H, t, J = 6.8 Hz, CH2CH2CO2CH2CH3) and 1.15 
(3H, t, J = 7.6 Hz, CO2CH2CH3); 13C NMR  14.2, 27.8, 33.4, 60.7, 122.9, 135.0, 150.3, 173.0 and 196.7. 

Benzoin ( 5a) : White crystals; Yields 14-23%; Rf = 0.25 (100% dichloromethane); m.p. 133-135 oC             
(lit. 134-136 oC) [31]; IR (KBr) max: 3412, 3050, 3025, 2929, 1676, 1595, 1450, 1260, 1209 and 752 cm-1; 1H NMR (CDCl3) 
 7.91(2H, d, J = 7.6 Hz, 2-H and 6-H), 7.52 (1H, t, J = 7.6 Hz, 4-H), 7.39 (2H, t, J = 7.6 Hz, 3-H and 5-H), 7.24-7.34 
(5H, m, Ar-H), 5.97 (1H, s, CH) and 4.52 (1H, br s, OH); 13C NMR (CDCl3)  76.4, 127.9, 128.7, 128.7, 129.1, 133.7, 
133.9, 139.2 and 198.8 

4,4-Dichlorobenzoin (5b) : White crystals; Yields 15-26%; Rf = 0.23 (100% dichloromethane); m.p. 87-
88 oC (lit. 87-88 oC) [29]; IR (KBr) max: 3421, 3063, 2927, 1679, 1595, 1479, 1408, 1262, 1207 and 1090 cm-1; 1H NMR 
(CDCl3):  7.76 (2H, d, J = 8.8 Hz, 2-H and 6-H), 7.34 (2H, d, J = 8.8 Hz, 3-H and 5-H), 7.24 (2H, d, J = 8.8 Hz, 3-
H and 5-H), 7.18 (2H, d, J = 8.8 Hz, 2-H and 6-H) and 5.81 (1H, s, CH); 13C NMR (CDCl3):  75.5, 129.1, 129.2, 
129.5, 130.5, 131.6, 134.9, 137.3, 140.8 and 197.4 

4,4-Dimethylbenzoin (5c): White crystals; Yields 21-32%; Rf = 0.22 (100% dichloromethane); m.p.: 75-
77 oC (lit. 75 oC) [32]; IR (KBr) max: 3442, 3044, 2929, 1678, 1607, 1520, 1449, 1374 and 1191 cm-1; 1H NMR (CDCl3): 
 7.81 (2H, d, J = 8.8 Hz, 2-H and 6-H), 7.22 (2H, d, J = 8.8 Hz, 3-H and 5-H), 7.19 (2H, d, J = 8.4 Hz, 2-H and 6-H), 
7.10 (2H, d, J = 8.4 Hz, 3-H and 5-H), 5.89 (1H, s, CH), 2.34 (3H, s, Ar-CH3) and 2.30 (3H, s, Ar-CH3); 13C NMR 
(CDCl3):  21.3, 21.8, 75.8, 127.8, 129.3, 129.4, 129.9, 131.1, 136.4, 138.5, 144.9 and 198.7 

4,4-Pyridoin (5d): Yellow crystals; Yields 13-25%; Rf = 0.20 (100% dichloromethane); m.p. 153-155 oC; 
IR (KBr) max: 3464, 3068, 2981, 2850, 1668, 1591, 1513, 1472, 1319, 1275, 1170, 1081, 819 cm-1; 1H NMR  8.77 (2H, 
d, J = 8.8 Hz, 2-H and 6-H), 8.55 (2H, d, J = 8.8 Hz, 3-H and 5-H), 7.94 (2H, d, J = 8.4 Hz, 2-H and 6-H), 7.20 (2H, 
d, J = 8.4 Hz, 3-H and 5-H), 6.09 (1H, s, CH); 13C NMR (CDCl3) : 75.6, 122.2, 122.6, 135.1, 137.5, 145.2, 150.5, 
197.8 

3. Results and Discussion 
To investigate this intermolecular stetter reaction, the simple substrate benzaldehyde (1a) and 

acrylonitrile (2) were firstly surveyed, which was carried out under similar conditions as reported in the 
literature [24] by using 20 mol% of catalyst 3 and in the presence of 20 mol% of different bases and temperature 
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with water as the solvent. The screening of the optimized base, including temperature control, was carried 
out, and the results are summarized in Table 1. 

 
Table 1. Optimization condition of intermolecular stetter reaction between benzaldehyde (1a) and acrylonitrile 

(2) catalyzed by N,N-dimethylbenzimidazolium iodide (3) in the presence of various bases in water  
 

 
 

Entry Base Temp. Time (h) Yield 4a (%) Yield 5a (%) 
1 TEA r.t. 12 n.d. 12 
2 DBU r.t. 12 n.d. 14 
3 NaOH r.t. 6 25 21 
4 TEA 100 10 15 14 
5 DBU 100 10 46 17 
6 NaOH 100 4.5 75 18 

           
Under this situation, when benzimidazolium salt 3 under the conditions of organic bases of 

triethylamine (TEA) and 1,8-diazabicyclo[5.4.0]undec-7-ene (DBU) at room temperature in the water was 
used, the reaction proceeded not smoothly and afforded only product of α-hydroxy ketone 5a in 12 and 14%, 
respectively (Table 1, entries 1, 2). Unfortunately, desired 4-phenyl-4-oxobutanenitrile (4a) was low yield when 
the reaction was run with an ionic base of NaOH at room temperature in water (Table 1, entries 3).   

The reaction between benzaldehyde (1a) and acrylonitrile (2) by using 20 mol% of                                      
N,N-dimethylbenzimidazolium iodide (3) and different base in water at 100 oC was carried out, and the 
resulting was listed in Table 1. In the case of this stetter reaction catalyzed by benzimidazolium salt 3 with 
NaOH in water provided 1,4-addition product 4a in 75%  yield that was higher than organic bases of TEA and 
DBU due to it being a strong base for better deprotonation of the catalyst. Moreover, NaOH provided more 
advantages than the organic base (TEA and DBU) because it is the inorganic base dissolved in an aqueous 
phase and easily separated from the products and reused. The increasing temperature from room temerature 
to 100 oC can increase the reaction rate, as shown in Table 1 that the reaction was faster at high temerature 
and increased the product. This result is consistent with previously reported studies [33]. The side product 5a 
was still obtained in 14, 17, and 18% yields, respectively (Table 1, entries 4 to 6).   

With the optimal reaction conditions established (Table 1), the extension of these reaction conditions 
between either acrylonitrile (2) or methyl vinyl ketone (6) and aldehydes 1a-d was conducted with good yields 
(70-77%) of corresponding 1,4-addition products 4b-h (Table 2, entries 1-7). In each case, small amounts of 
acyloins 5a-d (13 to 23%) were also formed in these reactions. 

In contrast, acyloins became the competitive side reaction when a less electrophilic double bond of 
ethyl acrylate (7) was used due to the Breslow intermediate reacted with more reactive aldehydes than less 
reactive ethyl acrylate, the desired product was provided with a lower yield of 1,4-additions 4i-l in 62, 66, 58 
and 64% yields, respectively. The less electrophilic double bond of ethyl acrylate (7) slightly decreased the 
yields of 1,4-additions 4i-l  and slightly increased reaction times (Table 2, entries 8-11).  
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Table 2. Intermolecular stetter reaction of aromatic aldehydes 1a-d with acrylonitrile (2), ethyl acrylate (6) and  
               methyl vinyl ketone (7) catalysed by N,N-dimethylbenzimidazolium iodide (3) (20 mol%) and NaOH   
               (20 mol%) in water at 100 °C 
 

 
 

Entry Aldehyde X Time (h) Yield (%) Yield (%) 
 
 

1 

 

1b 

 
 

CN (2) 

 
 

3 

 
 

77 (4b) 

 
 

15 (5b) 

 
2 

1c 

 
CN (2) 

 
5 

 
71 (4c) 

 
21 (5c) 

 
3 

1d 

 
CN (2) 

 
3.5 

 
73 (4d) 

 
13 (5d) 

 
4 

1a 

 
COCH3 (6) 

 
4.5 

 
73 (4e) 

 
14 (5a) 

 
5 

1b 

 
COCH3 (6) 

 
3.5 

 
75 (4f) 

 
16 (5b) 

 
6 

1c 

 
COCH3 (6) 

 
5 

 
70 (4g) 

 
23 (5c) 

 
7 

1d 

 
COCH3 (6) 

 
4 

 
72 (4h) 

 
15 (5d) 

 
 

 
8 

1a 

 
CO2CH2CH3 (7)  

 
5 

 
62 (4i) 

 
23 (5a) 

 
9 

1b 

 
CO2CH2CH3 (7) 

 
4 

 
66 (4j) 

 
26 (5b) 
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Table 2. Intermolecular stetter reaction of aromatic aldehydes 1a-d with acrylonitrile (2), ethyl acrylate (6) and  
               methyl vinyl ketone (7) catalysed by N,N-dimethylbenzimidazolium iodide (3) (20 mol%) and NaOH  
               (20 mol%) in water at 100 °C (Continued) 
 

Entry Aldehyde X Time (h) Yield (%) Yield (%) 
 

10 

1c 

 
CO2CH2CH3 (7) 

 
6 

 
58 (4k) 

 
32 (5c) 

 
11 

1d 

 
CO2CH2CH3 (7) 

 
4.5 

 
64 (4l) 

 
22 (5d) 

 
 

 
The catalytic cycle of the stetter reaction (green pathway) proposed similarly with a previous report 

[33], the N,N-dimethylbenzimidazolium iodide (3) is deprotonated by NaOH to form carbene 8, which reacts 
with the aldehyde 1 to give the Breslow intermediate 10. Then, subsequent nucleophilic attack of the Breslow 
intermediate 10 to the Michael acceptors 2, 6 or 7 provides tetrahedral intermediate 11. 1,4-Proton transfer by 
water and collapse of the tetrahedral intermediate 11 affords the 1,4-addition products 4a-i and regenerates 
the carbene catalyst 8 (Scheme 1). 

The side product 5a-d is shown in the red pathway. The Breslow intermediate 10 is an acylation 
reagent, which reacts with another aldehyde 1 to provide an intermediate 13. Water is deemed a proton shuttle 
in a 1,4-H shift process by simultaneously providing one proton to the oxygen and obtaining another from the 
hydroxyl group to give an intermediate 14 followed by the regeneration of the NHC catalyst and elimination 
of the acyloins 5a-d. 

 

 
 

Scheme 1. Catalytic cycles of intermolecular stetter reaction (blue pathway) and acyloin condensation (red   
                   pathway) catalysed by N,N-dimethylbenzimidazolium iodide (3) and NaOH in water 



ASEAN J. Sci. Tech. Report. 2022, 25(1) 1-10.8ASEAN J. Sci. Tech. Report. 2022, 25(1) 1-10 8 of 10 
 

 

Recycling of N,N-dimethylbenzimidazolium iodide (3) were examined for the intermolecular stetter 
reaction between benzaldehyde (1a) and acrylonitrile (2) in water. After the first run, which gave 1,4-addition 
product 4a in 75% yields, the benzimidazolium salt 3 and NaOH in water after the reaction and extraction 
separation was reused in the same type of reaction for at least 5 cycles. 

The recovered benzimidazolium salt 3 and NaOH in water was subjected to a second cycle with 1 
equiv. of benzaldehyde (1a) and 2 equiv. of acrylonitrile (2) gave 4-phenyl-4-oxobutanenitrile (4a) in a 73% 
yield. Similarly, in the third, fourth, and fifth cycles, the yield of 1,4-addition products was 70%, 68%, and 65%, 
respectively (Table 3). The slight decrease in the yield may be due to the reduction of NaOH and the increase 
of water or the decomposition of some amount of catalyst in the reaction because the recycle condition came 
from the aqueous phase after extraction of the product and used without purification.    

Table 3. Intermolecular stetter reaction between benzaldehyde (1a) and acrylonitrile (2) in recycled catalysed  
               of N,N-dimethylbenzimidazolium iodide (3) and NaOH with water as the solvent  

Run Yield 4a (%)  Yield 5a (%) 
1 75 18 
2 73 17 
3 70 14 
4 68 13 
5 65 11 

 
4. Conclusions 

Intermolecular stetter reaction between either acrylonitrile or methyl vinyl ketone and aromatic 
aldehydes in the presence of 20 mol% of N,N-dimethylbenzimidazolium iodide (3) and NaOH performed well 
in water and as an efficient green method, giving a good yield of products with corresponding acyloins as side 
products. NaOH plays an important role in this stetter reaction due to its strong basicity and recycling ability. 
The increasing reaction temperature can increase the reaction rate and product yields. Moderate yields of 1,4-
addition products were observed upon treating aromatic aldehydes with a less reactive acceptor (ethyl 
acrylate). The recycle reaction system containing benzimidazolium salt 3 and NaOH after the extraction can 
be reused five times without significant loss of efficiency. 
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Abstract: Southeast Asia is known globally as a highly vulnerable climate 
change region. Precipitation is the primary factor that impacts livelihood in this 
region due to recurring flood and drought incidents. Variables projections under 
climate change can be made using General Circulation Models (GCMs). An 
investigation of projected precipitation with the new phase of the model 
experiment, the Sixth Assessment Report (AR6), is worth to be considered. This 
study investigates the spatial distributions of variability, trend and conditions 
(wet/dry) of precipitations generated using 10 GCMs over the SEA under AR6 
with four scenarios (SSP1-2.6, SSP2-4.5, SSP3-7.0, and SSP5-8). Three statistical 
methods, coefficient of variation (CV), Mann-Kendall test (MK) and 
standardized anomaly index (SAI), were calculated by grid cells. Significant 
differences among GCMs could be seen in the results. High precipitation 
variation with CV was indicated around the southern part of Indonesia and the 
Philippines oceans for six models, whereas only one model (MRI-ESM2) 
returned strong variation for mainland countries. A decreasing precipitation 
trend during the historical period could be observed in mainland countries with 
four GCMs. However, the SSP3-7.0 and SSP5-8.5 of most models presented 
precipitation increment. The extremely wet and dry ratio to all other years was 
calculated. Highly wet years higher than 10% were indicated in SSP5-8.5 with 
MPI-ESM1 occurring in most areas of the region, whereas other models gave 6-
10% of highly wet occurrence. Drought situation occurred higher than 10% and 
could be seen with only three models with small areas under all scenarios.   

Keywords; Climate Change; Coefficient of Variation; Mann-Kendall; Standardized 
Anomaly Index; Southeast Asia; Sixth Assessment Report   

1. Introduction 

Southeast Asia (SEA) comprises eleven countries, which are: Indonesia, 
Myanmar, Thailand, Vietnam, Malaysia, Philippines, Laos, Cambodia, East 
Timor, Brunei and Singapore. This region is indicated as highly vulnerable to 
climate change [1,2]. SEA’s livelihood mainly relies on agriculture. Therefore, 
meteorological changes, especially precipitation and temperatures, are 
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conducive to the growth of agricultural products that factor into the gross domestic product of various 
countries. These countries are indicated as vulnerable regions to climate change due to most people depending 
on natural resources [3]. A higher frequency of extreme events resulting in severe droughts and floods, 
including tropical cyclones, occur in this region, creating high-risk conditions. In addition, 563 million people 
of this region are located along coastlines around 173,251 kilometres that are at risk of rising sea levels and the 
impact of tropical storms. Further, this region is likely to face a more significant impact from climate change 
than the rest of the world [1]. 
 The Intergovernmental Panel on Climate Change (IPCC) launched a new phase of the model 
experiment, the Sixth Assessment Report (AR6). Nine Shared Socioeconomic Pathways (SSPs) are indicated in 
the report with five high priority scenarios in Tier 1, comprising four groups (SSP1, SSP2, SSP3 and SSP5). 
SSP1 is a low challenges group presenting in Tier 1 with two scenarios; SSP1-1.9 and SSP1-2.6. These two 
scenarios reflect a 1.5 ⁰C that is an ultimate goal under the Paris Agreement and a 2.0 ⁰C presenting a 
sustainability corresponding to the previous scenario RCP 2.6. The middle of the road can be found in SSP2-
4.5, presenting closely to the RCP4.5 of the AR5 scenario. SSP3-7.0 and SSP5-8.5 scenarios reflect a medium-
high range, up to the highest level of AR6. SSP3-7.0 is in the regional rivalry of the socio-economic family, 
whereas SSP5-8.5 indicates a high emission scenario relating to the large use of fossil fuels of the 21st century [4].  
 To gain knowledge about climate change responses to climate systems. General Circulation Models 
(GCMs) that are the main tools for climate change works were employed. These models can develop climate 
projections related to future greenhouse gas emissions and socio-economic scenarios. The 50 GCMs and more 
than 20 institutions collaborate on the Coupled Model Intercomparison Project (CMIP6). For the 6th phase, the 
climate models, the atmosphere-ocean general circulation models (AOGCMs) and the Earth system models 
(ESM) calculate the future scenario projections using the concentration of greenhouse gases from all non-CO2 

[4]. Although the projection outputs generated from all GCMs mostly agree in the overview, the regional 
details among those GCMs should be considered. The differences between models result from various factors 
such as the model calculations, variability of climate systems and the implication of socio-economic relevance 
applied in the model. For these reasons, model variations can be noticeably observed; for example, some GCMs 
may result in dry conditions in a specific region while others may present wet incidents [5].   
 Precipitation fluctuation in both amount and trend on different temporal and spatial scales has been 
of great concern for policymakers given its impact on people's livelihood [6], especially in the SEA mentioned 
above. Drought and flood events are also strongly related to the magnitude of precipitation. An overview 
investigation of precipitation characteristics over this region should be worthy of notice for the new launch 
AR6 scenarios before the following model selection and downscaling process. Therefore, this study aims to 
investigate the differences of original GCM outputs to understand their precipitation characteristics: 
variations, trends and conditions under AR6 climate change scenarios. Ten available GCMs with only 
resolution around 100 km for all four scenarios in Tier 1 during 2015-2100 and historical simulations between 
1850 and 2014 in the spatial scale of each grid cell were analyzed. Three statistical methods were employed in 
this study: coefficient of variation (CV), Mann-Kendall method (MK) and standardized anomaly Index (SAI). 
This research clearly defined the spatial differences of precipitation characteristics of all models and across the 
entire SEA. 

2. Materials and Methods 

2.1 Study area 
Of the 11 countries in the SEA, 5 (Thailand, Burma, Laos, Cambodia, and Vietnam) are located on the 

mainland, an extension of the Asian continent. At the same time, the other 6 are island formations (Figure 1). 
The region is in a tropical zone, and similarities in climate can be found for all countries throughout the region. 
The agricultural sector is the main source of livelihood in most countries of this area, especially given that 
there has been a significant increase of land conversion from non-agricultural areas such as grasslands, forest 
areas and wetlands to cropland for higher yield productivities. Thus, these countries’ GDPs have become even 
more vulnerable to climate change [1]. 
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Figure 1. Countries in South East Asia 
 
2.2 Data collection  

Projected daily precipitation of four scenarios in Tier 1 (SSP1-2.6 SSP2-4.5 SSP3-7.0 and SSP5-8.5) 
during 2015-2100, including precipitation in the historical period (1850-2014) in CMIP6 generated from 10 
GCMs were modelled. All selected GCMs are the Atmospheric-Ocean General Circulation Models (AOGCMs), 
which comprises biogeochemical function, for example, vegetation and some atmospheric chemistry in the 
model [4]. The differences among these 10 GCMs are the main components: land-ocean interactive dynamics, 
marine biological chemistry, and surface wave functions used to simulate atmospheric and hydrologic 
variables. The name of the models and their institutions are presented in Table 1. Only GCMs available for all 
four scenarios, including historical data, are considered in this study. These selected models have resolutions 
around 100 km. Only variant label of r1i1p1f1 where r, i, p and f refer to realization index, initialization index, 
physics index and forcing index respectively was selected. 

 
Table 1 Selected GCMs used in this study 

 
 

GCM Institution Abbreviation 

CESM2-WACCM National Center for Atmospheric Research, USA CESM2 

CMCC-CM2-SR5 
Euro-Mediterranean Centre on Climate Change 
coupled climate model  

CMCC-CM2 

CMCC-ESM2 Euro-Mediterranean Centre on Climate Change 
coupled climate model 

CMCC-ESM2 

NorESM2-MM Norwegian Earth System Model NorESM2 
TaiESM1 Taiwan Earth System Model TaiESM1 
MRI-ESM2-0 The Meteorological Research Institute, Japan MRI-ESM2 
GFDL-ESM4 Geophysical Fluid Dynamics Laboratory, USA GFDL 
INM-CM4-8 The Institute for Numerical Mathematics, Russia  INM-CM4 
INM-CM5-0 The Institute for Numerical Mathematics, Russia INM-CM5 

MPI-ESM1-2-HR 
The Max Planck Institute for Meteorology, 
Germany  

MPI-ESM1 
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2.3 Statistical tests  
 This study employed three statistical methods widely used to estimate precipitation characteristics 
that were the coefficient of variation (CV), the Mann-Kendall test (MK) and the standardized anomaly index 
(SAI). The first and second methods were normally used to calculate variations and trends of precipitation 
based on the specific period. The last one can specify wet/dry years occurrences under the period of interest. 
Details of each method are presented below.      
 
2.3.1 Coefficient of variation 

The coefficient of variation (CV) is a statistic measure index used in this study to estimate rainfall 
variability. This index benefits to indicate which regions are facing the fluctuation of rainfall, leading to 
potentially high vulnerability for drought and water scarcity [7]. This method calculates the standard 
deviation of the rain averaged in a specific period. The CV range is between 0-100% and is classified into three 
groups. A region presents a CV value less than 20%, indicating low rainfall variability; 20-30% of CV and 
higher than 30% present medium and high rainfalls variability, respectively [8]. CV was widely used to 
investigate rainfall variability in various regions [9-11]. This indicator is computed as Equation 1, where 𝑺𝑺𝑺𝑺 
and 𝑿̅𝑿 are standard deviation and mean values over the study period. 

                                                                               𝐶𝐶𝐶𝐶 = (𝑆𝑆𝑆𝑆
𝑋̅𝑋 ) ∗ 100                                                                      (1) 

2.3.2 Mann-Kendall test  
    The Mann-Kendall is the non-parametric statistical test for trend detection mostly used to examine 
increasing, decreasing or no-trend of rainfall time series. This method requires no prerequisite condition of 
the data and is normally applied to investigate the hydro-climatological data series in terms of spatial variation 
and temporal trends [12]. Many authors [13-15] have used this method to examine significant precipitation 
trends in different regions. The computation of the Mann-Kendall test considers n data time series containing 
two subsets of the data 𝑖𝑖 and 𝑗𝑗 where 𝑖𝑖 = 1,2,3… 𝑛𝑛-1 and 𝑗𝑗 = 1,2,3…𝑛𝑛. These data are arranged in order time 
series and each one is compared to all subsequent data. Statistic S (Equation 2 and 3) is calculated and 
decreases if the data presented in a later period is lower than a data of a previous period and vice versa. The 
final set of S is all thus computational output. 
 
                                                                     𝑆𝑆 =   ∑ ∑ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑖𝑖)𝑛𝑛

𝑗𝑗=𝑖𝑖+1
𝑛𝑛−1
𝑖𝑖=1                                                            (2) 

 
 

                                                         +1 𝑖𝑖𝑖𝑖 (𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑖𝑖) > 0 
                                        𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑖𝑖)                     0    𝑖𝑖𝑖𝑖 (𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑖𝑖) = 0                                                       (3) 

                           0    𝑖𝑖𝑖𝑖 (𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑖𝑖) = 0 
 

Where 𝑥𝑥𝑖𝑖 and 𝑥𝑥𝑗𝑗 are annual precipitation of year 𝑖𝑖 and 𝑗𝑗 and 𝑗𝑗 > 𝑖𝑖, respectively. 𝑛𝑛 is the number of total 
data and 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑖𝑖) is the result of equation 3 calculation. The standard normal statistic test (Z-test) is then 
calculated as Equation 4, whereas the variance of 𝑆𝑆 can be computed using Equation 5 

 
 
 
 
 
 
 

                                                                                                                                                                                            (4) 
 

                                  𝑉𝑉𝑉𝑉𝑉𝑉(𝑆𝑆) = 1
18 [𝑛𝑛(𝑛𝑛 − 1)(2𝑛𝑛 + 5) − ∑ 𝑡𝑡𝑗𝑗(𝑡𝑡𝑗𝑗 −   1)(    2𝑡𝑡𝑗𝑗 + 5)𝑚𝑚

𝑗𝑗=1 ]                                     (5) 
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Where 𝑛𝑛 is the number of the tied group that is a zero difference between compared values and 𝑡𝑡𝑗𝑗 is 
the number of data points in the 𝑡𝑡𝑡𝑡ℎ tied group. Positive / Negative 𝑍𝑍 value indicates an increasing/decreasing 
trend of precipitation. 

 
2.3.3 Standardized Anomaly Index (SAI) 
 Standardized Anomaly Index (SAI) is commonly used to evaluate precipitation status in various areas 
[16-17, 10]. It was used to describe rainfall variability. The frequency of dry and wet incidents is also clarified 
by calculating annual rainfall events deviating from the average yearly rainfall in the study period. 
Negative\positive SAI values reflect less rainfall than normal, which is risky to drought\flood events. 
Equation 6 presents the method to compute SAI. 𝑥𝑥𝑖𝑖 is the annual rainfall of year 𝑖𝑖 and  𝜇𝜇 and 𝛿𝛿 is the average 
and standard deviation of long term rainfall period. SAI value can be classified into 7 group s indicated in 
Table 2. 

 

                                                                            𝑆𝑆𝑆𝑆𝑆𝑆𝑖𝑖 =  (𝑥𝑥𝑖𝑖−𝜇𝜇)
𝛿𝛿                                                                                     (6) 
 

Table 2 SAI classification 

SAI Category 

2.0+ Extremely wet 
1.5 to 1.9 Very wet 

1.0 to 1.49 Moderately wet 
-0.99 to 0.99 Near normal 
-1.0 to -1.49 Moderately dry 
-1.5 to -1.99 Severely dry 
-2.0 and less Extremely dry 

 
3. Results and Discussion 
 Projected precipitation of ten GCMs according to AR6 climate change scenarios: SSP1-2.6, SSP2-4.5, 
SSP3-7.0 and SSP5-8.5, including historical simulation, were analyzed over the SEA region. Data in historical 
and scenarios simulations were considered during the 1850-2014 and 2015-2100 periods. Spatial precipitation 
variability, trend and condition grid by grid over the entire area are shown. The differences in precipitation 
characteristics among all ten models were revealed. 

3.1 Precipitation variation of SEA under climate change scenarios 
 The coefficient of variation values (CV) of 10 GCMs with 5 scenarios (4 SSP (2015-2100) and historical 
simulations (1850-2014)) were calculated (Figure 2). CV was ranged in between 0-100% and then classified into 
three groups: Low (0-20%), Medium (20-30%) and High variation (>30%). Figure 2 presents all spatial 
distribution of CVs over SEA. During the historical period, high precipitation variation could be clearly seen 
in the six model outputs of CESM2, CMCC-CM2, CMCC-ESM2, NorESM2 TaiESM1 and MRI-ESM2. These 
models produced precipitation showing high variability in the southern and eastern parts of the region. In the 
south, high variability of precipitations had occurred in the Indian Ocean close to Indonesia. The North Pacific 
Ocean also exhibited high precipitation variation. The other models, GFDL, INM-CM4, INM-CM5, specified 
only a small area of high CV in the North Pacific Ocean. Only MPI-ESM1 presented high precipitation 
variability in the western and southern part of Thailand, west of Burma and some areas of the Philippines and 
Indonesia. Moderate precipitation variabilities were also presented with large regions of CESM2, CMCC-CM2, 
CMCC-ESM2, NorESM2 and TaiESM1and GFDL. CESM2 and NorESM2 simulated the moderate level in the 
area around the Philippine Sea, some parts of Vietnam, Indonesia and the Philippines; whereas CMCC-CM2, 
CMCC-ESM2, TaiESM1and GFDL exhibited moderate precipitation mostly in the South of SEA. Small areas 
of this level were also presented in INM-CM4, INC-CM5 and MPI-ESM1 located in the South of SEA. 
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Figure 2. Spatial coefficient of rainfall variation over SEA (historical period: 1850-2014 / SSP: 2015-2100) 
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Figure 2. Spatial coefficient of rainfall variation over SEA (historical period: 1850-2014 / SSP: 2015-2100) 

ASEAN J. Sci. Tech. Report. 2022, 25(1), 11-23 7 of 13 
 

 

 Projected precipitation under climate change scenarios using climate model strongly affected rainfall 
variability shown in CESM2 and NorESM2, especially for high levels of rainfall variation. CESM2 developed 
high rainfall variation in a larger area around the Philippines Sea and the Pacific Ocean in all SSP scenarios 
compared to the historical period showing no high variation around this area. NorESM2 also yielded similar 
results with a small area of high rainfall variation in these areas in the historical period. A larger coverage area 
could be seen for SSP scenarios. CMCC-CM2 and CMCC-ESM2 gave an increased range of CV around the 
Indian Ocean. A larger covering close to Indonesia could be noticeably found when four scenarios were forced 
into the models. Precipitation variation calculated from the other models during the historical period slightly 
differed from SSP scenarios. 
 In sum, if the spatial distribution of CVs were closely considered, it was found that GCMs could be 
divided into three groups. The first group, CESM2, CMCC-CM2, CMCC-ESM2, NorESM2, TaiESM1 and MRI-
ESM2 mostly presented the highest CV in the same area with the same scenario. The second group was INM-
CM4, INM-CM5 and GFDL showed a low level of CV in the large SEA area. Only small regions of the medium 
and high level of CV were found. Finally, MPI-ESM1 indicated a high variation of precipitation spread over 
in the mainland countries that were significantly different from others, as shown in Figure 2, with CV higher 
than 30% presenting in Thailand, Burma and some parts of Indonesia.        

3.2 Precipitation trends of SEA under climate change scenarios 
  An overview of the spatial distribution of rainfall trends in SEA developed by 10 GCM models under 
historical and four SSP scenarios are shown in Figure 3. Statistical Z values were calculated for all grid cells 
across the region. Positive and negative values indicate an increase and decrease in rainfalls, respectively. The 
differences among the 10 model outputs could be noticed. In the historical simulations, CESM2 presented 
rainfall decreases in Burma, the North and the Northeast of Thailand, Laos, Cambodia, Vietnam and some 
parts of Malaysia and Indonesia similar to NorESM2, TaiESM1, MRI-ESM2, GFDL and INM-CM4. CMCC-
CM2, CMCC-ESM2, INM-CM5 and MPI-ESM1 contradictorily showed rainfall increments in these countries. 
 Precipitation trends significantly changed when the models were applied with different scenarios. 
Increasing rainfalls were found in countries identified to have experienced rainfall decrease during historical 
periods (Burma, the North of Thailand, Laos, Cambodia, Vietnam, Malaysia, Indonesia, Brunei and Singapore) 
in CESM2 TaiESM1 and INM-CM4. In the scenario of SSP1-2.6, most models produced rainfall increases in 
most SEA countries except GFDL and MPI-ESM1. This event occurred in the Philippines, SEA and the Pacific. 
Increasing rainfalls for the entire region can be noticeably seen in TaiESM1 under SSP3-7.0 and SSP5-8.5, 
whereas SSP2-4.5 of this model and MPI-ESM1 under SSP1-2.6, SSP2-4.5 and SSP3-7.0 yielded rainfall 
decreases in most countries. These results were mostly consistent with [18], indicating a significant increase of 
precipitation under SSP5-8.5 rather than SSP2-4.5. All scenarios of MPI-ESM1exhibited a negative trend 
according to the Mann-Kendall test, while most of the Z results exhibited confidence intervals less than 90%. 
 
3.3 SAI index of SEA rainfalls under climate change scenarios 
 SAI values of every year between 1850-2100 were calculated for all grid cells (Figures 4 and 5). SAI 
was initially categorized into seven classes. However, in this research it was modified to classify into three 
categories: very to extremely wet (SAI of higher than 1.5 to >2.0); severely to extremely dry (SAI of lower than 
-1.5 to <-2.0), and normal (SAI of -1.5 to 1.5) to mainly focus on extreme events of both wet and dry incidents. 
Percentages of events (a number of years) were calculated and compared to all years for the historical period 
(1850-2014: 165 years) and SSP scenarios (2015-2100: 86 years). Only extreme situations of both wet and dry 
events are explained below. 
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Figure 3. Spatial Mann-Kandell over SEA (historical period: 1850-2014 / SSP: 2015-2100) 

 

 



ASEAN J. Sci. Tech. Report. 2022, 25(1) 11-23. 19ASEAN J. Sci. Tech. Report. 2022, 25(1), 11-23 8 of 13 
 

 

 Historical SSP1-2.6 SSP2-4.5 SSP3-7.0 SSP5-8.5 

C
ES

M
2 

     

C
M

C
C

-C
M

2 

     

C
M

C
C

-E
SM

2 

     

N
or

ES
M

2 

     

Ta
iE

SM
1 

     

M
R

I-
ES

M
2 

     

G
FD

L 

     

IN
M

-C
M

4 

     

IN
M

-C
M

5 

     

M
PI

-E
SM

1 

     

                                                       <0% ((Decreasing trend))                               >0% (Increasing trend) 

Figure 3. Spatial Mann-Kandell over SEA (historical period: 1850-2014 / SSP: 2015-2100) 
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Figure 4. SAI very to extremely wet over SEA (historical period: 1850-2014 / SSP: 2015-2100) 
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Figure 5. SAI severely to extremely dry over SEA  (historical period: 1850-2014 / SSP: 2015-2100) 
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3.3.1 SAI-very to the extremely wet incident 
 The frequencies of rainfall conditions in very to extremely wet occurrences are shown in Figure 4. All 
precipitation simulations showed that very to extremely wet years often occurred in the range of 0-20% for all 
scenarios. However, most models simulated thefrequency of very to extremely wet occurrence for all over the 
region, around 6-15%, except the projection of INM-CM5 under SSP5-8.5, indicating this incident as more 
frequent than others. The differences of model simulation are noticeably presented. During the historical 
period, most countries faced extremely wet events in moderate frequency (6-15%) in various models except 
CESM2, CMCC-CM2, CMCC-ESM2 and NorESM2, showing a low-frequency level in most areas of Indonesia 
and the North Pacific Ocean. High precipitation events occurred with large frequency (>15%) in the Indian 
Ocean close to the West of Indonesia in TaiESM1 and MRI-ESM2.   
   Significant differences between historical periods and SSP scenarios were shown in various models. 
CESM2 exhibited a higher frequency of extreme events with more than 15% around the southern part of 
Indonesia with SSP2-4.5, SSP3-7.0 and SSP5-8.5, similar to TaiESM1. CMCC-ESM2 and NorESM2 presented a 
number of very-extreme wet with a high amount indicated in SSP5-8.5. Moderate frequency of these extreme 
events occurred covering most regions in GFDL and INM-CM4 in both historical period and SSP scenarios. 

3.3.2   SAI-Severely to Extremely Dry conditions 
 A similar category of the events' frequency was also conducted with very to extremely dry conditions 
(Figure 5). Moderate frequency of drought conditions expanded all over the region for all models. CMCC-
CM2, CMCC-ESM2, and NorESM2 historical simulations showed that extremely dry conditions often 
occurred around the South and West of Indonesia and the Indian Ocean. Countries in the mainland, for 
example, Thailand, Burma, Laos, Cambodia and Vietnam, mostly faced drought conditions during the 
historical period on a moderate scale (6-10%), resulting from most models. 
 According to climate change scenarios, SAI calculation showed a slight difference compared to the 
historical period. Moderate frequency of drought events occurred in large areas around the Philippines 
Oceans, whereas a small area of high frequency was also found for CESM2. CMCC-CM2 and CMCC-ESM2 
gave a high frequency of drought conditions in the same area as CESM2. In contrast, the driest events around 
the South of Indonesia of these two models occurred in the historical period switched to the low and moderate 
frequency in all SSP scenarios. A large number of very to extremely dry incidents occurred across only a small 
area under climate change scenarios of NorESM2, TaiESM1 GFDL, MPR-ESM2 and MPI-ESM1. 

4. Conclusions  
 Climate change's impact on various areas has been strongly evident, especially in Southeast Asia 
(SEA). The IPCC’s sixth assessment report presents a future socio-economic projection of four scenarios for 
Tier1 with SSP1-2.6, SSP2-4.5, SSP3-7.0 and SSP5-8.5. This study investigated the difference of precipitation 
projection in spatial distribution under SSP scenarios and the historical period of ten models. These ten models 
had a spatial resolution of around 100 km with a variant label of r1i1p1f1. Variation, trend and condition of 
precipitations were analyzed using the coefficient of variation (CV), the Mann-Kendall test and Standardized 
Anomaly Index (SAI). Results revealed that significant differences between models were found. Six models 
(CESM2, CMCC-CM2, CMCC-ESM2, NorESM2 TaiESM1 and MRI-ESM2) clearly show high-moderate 
precipitation variation in the same area around the Indian Ocean and the North Pacific. These results were 
significantly different compared to the rest of the models. The Mann-Kendall test presented high variations 
among ten models. Eight models showed precipitation increments in most mainland countries for most 
scenarios except GFDL and MPR-ESM1. Finally, SAI was calculated for extremely wet and dry occurrences. 
The highest frequency of extremely wet events was seen with INM-CM5 under SSP5-8.5, whereas all models 
gave a majority range of extreme event occurrences around 6-10% of the study period. The increase of 
precipitation occurrences with extreme events in Southeast Asia were also found in [19]. Three models 
(CESM2, CMCC-CM2 and CMCC-ESM2) noticeably presented a high frequency of dry situation in variance 
from other models, which predominately showed only a low-moderate frequency of drought. The results of 
this study showed the differences among all ten models. Some models can be categorized in the same group 
whereas other GCMs presented significant differences. [20] also mentioned the performance difference among 
GCMs with different metrics. Therefore, researchers should pay more attention to selecting the output of 
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GCMs for continuing working on climate change areas. Considering a large number of GCMs or multi-model 
ensembles were recommended. This should notify researchers for model selection in the next step of local 
study on precipitation under climate change scenarios.    
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1. Introduction 
Nowadays, the garment and textile industries are one of the important 

business sectors that drives Thailand’s GDP and export revenue growth every 
year [1,2]. Many Computer Integrated Manufacturing Systems are widely 
distributed in the manufacturing industry. It aids in the standardisation of the 
production line process and increases efficiency to a certain extent. The existing 
management information systems face difficulties in keeping up with the fast-
changing pace of the complex business models and the diversified customer 
needs [3]. With the emergence of new technologies such as Enterprise Resource 
Planning (ERP) software, it is widely used among medium to large businesses' 
scale. The various benefits have been provided to the organisation for the post-
implementation, such as reducing the production cost, increasing service quality, 
and raising process efficiency in the long run [4]. 

 
In this research, the case of ABC garment manufacturing company is 

brought up to study about production line process. ABC garment manufacturing 
is a company whose subsidiaries manufacture men's and women's clothing for 
export to Europe, Canada, Japan, the U.S.A., and Russia. The company has 
factories in Thailand and Vietnam. The existing production line process and 
business operations of Thailand’s manufacturing are overly reliant on reports 
and redundant procedures, resulting in missed daily output. It is expected that 
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Enterprise Resource Planning (ERP) software can facilitate the production process complexity and eliminate 
redundant tasks. The assessment approach and fit-gap analysis have been applied in this research. However, 
the ERP software implementation consumes longer time than expected with the analysis result. Plus, the 
standard functions of ERP software do not support the business requirements, and a customised program is 
required. Therefore, we have changed the approach to applying the Business Process Reengineering (BPR) as 
the proposed methodology based on our new analysis described in Section 4. 
 

Following the suggested methodology and solution definition, the simulation tool is used to model 
the new redesign production process to determine its efficacy. To ensure efficiency, manufacturing capacity, 
lead time, and daily production target achievement are considered critical measurements of the expected outcome.  

2. Current Issues 

It is dedicated to manufacturing original equipment manufacturers or OEM for the top world brand 
name. In addition, garment manufacturing is a vast process. All operations are done in different departments 
in a garment factory. Also, the production line process is a sequential process starting from designing, 
sampling, laying, marking, cutting, stitching, checking, finishing, pressing, and packaging [5]. Therefore, the 
garment industry required adaptable and flexible technology to track and control the entire production line 
process. The QR code has been used for monitoring every production step, and the in-house program is 
developed as the core back-end system connected to the Oracle Database. On the other hand, this firm has 
suffered from low productivities, resulting in the inability to meet the daily output target. The problems were 
analysed using the cause-effect diagram, as shown in Figure 1.  

 

 

 

 

 

 

     
Figure 1. Cause-Effect Diagram 

From Figure 1, many possible causes were identified as the root causes of the problem in the 
production line process, such as lack of worker’s awareness, lack of technical knowledge, oil contamination 
from the sewing machine, and time-consuming manual calculation of the daily report. The officer and the 
foreman who mainly control the production line process have relied too heavily on the report. 

3. Related Work 

The main purpose of the literature review is to bring up the prominent point of each related work and 
discuss, based on the authors’ perspective, that could support the core objective of this research. The authors 
have concluded the strong point and summarised it in the below section 

A). Improvement of shirt making production through lean manufacturing – Identify the issues that occurred 
in the garment industry.  

The most important aspect of this literature study is constructing a cause-effect diagram to identify 
prevalent difficulties in the garment business. The main factors that affect the garment industry are labour 
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rigidity, instability, political changes, regulations, informality, low productivity and low competitiveness [6]. 
This review has brought up the case study of a small company that manufactures the prima cotton polo shirts. 
It is found that this company suffers from the product’s delivery to customers, and the problem was analysed 
using an Ishikawa diagram (Cause-Effect diagram).  

B). The Dependency of the department in the garment industry – Identify the dependency of department and 
workstation in the garment industry 

  The activity diagrams have represented the business process of garment manufacturing. The problems 
become more evident when the researchers model the strategic dependencies between departments, the 
services they offer, and the constraint they impose on each other [3]. In such a case, the researchers have 
decomposed the business processes of garment manufacturers. They derive the dependencies among different 
departments by applying the i* modeling framework and a service-oriented approach.  

The i* model has been specially developed based on the early requirements in this literature. There 
are two basic models in the i*framework: the strategic dependency (SD) model and the strategic rationale (SR) 
model. The strategic dependence illustrates the connection between different actors in achieving goals, 
performing tasks, and providing resources. Through understanding the dependencies between actors, the 
enhancements and weaknesses of goals and tasks could be analysed [3]. As a result of this literature research, 
the authors used the i* model to deconstruct the production line process and capture the diagram displayed 
in section 4, Figure 3. 

C). Evaluation of Transportation Reservation Management Module Usage in ERP system at PT. XYZ – Apply 
fit-gap analysis & technology acceptance model to the research 

This literature carried out the Fit gap analysis method to understand and compare installed systems 
(TRM) with existing requirements. Then, Technology Acceptance Methodology (TAM) model was applied. It 
is expected that TAM can identify the factors that can influence user behaviour in accepting and using the 
system TRM at PT.XYZ [7]. Fit Gap analysis has been conducted after receiving the input data from PT.XYZ 
company. Five columns have been identified: Business requirement, describe existing solution, priority, 
degree to fit, gap description and new capabilities. After performing Fit Gap Analysis, the TAM has been used 
to find out the user's acceptance towards the system TRM. The results of the TAM calculation will be compared 
with the hypothesis that the authors have previously determined [7].  

In short, the fit-gap analysis and TAM model have carried out that the features of the TRM system are 
still not following the requirement or the system design request and many features need to be developed. 
Therefore, the authors have foreseen the practical use and advantage of the two methodologies; therefore, fit-
gap analysis is selected to be applied as one of the research methodologies. In the TAM model and the authors’ 
perspective, the tool is more involved in people behaviour than the process flow itself.  

4. Research Methodology 

The research methodology has been developed based on business process management (BPM). The 
BPM is the discipline of improving a business process from end to end by analysing it, modelling how it works 
in different scenarios, executing improvements, monitoring the improved process and continually optimising 
it [8]. Referring to the business process management textbook [9], the process consists of process discovery, 
analysis, process redesign, process implementation, process monitoring, and control. 

A). Process Discovery  

The As-Is production line process in ABC garment manufacturing is identified by the creation of the 
production process flow, as shown in Figure 2. After the planning process is done by the planning/IT/IE 
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department, the fabric will be issued out from the warehouse and directly sent to the 5LAS process, as 
displayed in Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure 2. 5LAS Production Line Process 

B). Process Analysis 

In the process analysis, two tools have been applied: Cause-Effect diagram and Fit-gap analysis. The 
Cause-Effect diagram is used to identify the root causes of the existing production process problem as 
described in Figure 1. After the critical issues have been identified, the fit-gap analysis will address how well 
the system under consideration fits the proposed solution. 

C). Process Redesign 

Once the fit-gap analysis of each problem area is identified in Table 1, we will know the gap between 
the As-Is and To-Be production line processes. Two solutions are proposed: 

• Develop a customised program to auto-generate the report, including the manual calculation which the 
officer currently does 

• Redesign the production process based on the Business Process Reengineering (BPR) – Redesign 
heuristics 
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Firstly, the core production process in ABC garment manufacturing is the 5LAS process. The standard 
function of ERP software to generate the report automatically does not support the production process 
complexity. Therefore, the customised program has been proposed to develop the ERP software as the new 
capacity to reduce or eliminate these gaps. However, the customised program is required to create on ERP 
software, and the implementation takes a long time as a year based. Hence, we have shifted the plan of ERP 
software implementation to propose another solution. 

Another proposed solution is to redesign the production process based on Business Process 
Reengineering (BPR). It is a process in which the enterprise can significantly improve some key aspects of the 
enterprise’s performance, such as cost, quality, service, and speed [10]. We have redesigned the production 
process based on the redesign heuristics and adjusted some parameters from the enterprise’s performance. 
The new production process is tested and simulated using [11]. The OXCLOSE clothing style’s production 
process is brought up to be a case study of the production process and redesign in this research. 

D). Process Implementation 

The last step is to simulate the redesign production process of clothing styles H06_OXCLOSE, a 
made-to-order from ABC’s customer, to ensure that the proposed solution improves the current production 
process. The simulation input consists of process flow, resources, and the initial value of decision 
parameters. 
 
E). Process Monitoring and Controlling 

After the simulation, the production capacity and lead time of each OXCLOSE’s clothing part from 
the As-Is/To-Be production process are compared. We expect the production capacity to increase with the 
comparison and the production lead time decreases, respectively.  

5. Experimental Details 

A). Process Analysis and Fit Gap Analysis 

Referring to the literature review, the concept of the dependency of the department in each garment 
company [3] has been applied to the production line process. Each clothing style has a different 5LAS 
production line process flow in which currently this process is managed and controlled by the officer. We have 
applied the model and analysis approaches covering a different perspective of the production process flow. 
However, each clothing style's 5LAS production line process is differently considered by the dependency 
among the workstations, goals, and dependency relationship modelling process. Therefore, we can’t model 
the standardised 5LAS production line process template. Instead, a high-level of the overall production 
process has been constructed in Figure 3.  

The dependency tasks of each department are represented in Figure 3. It consists of five departments: 
Planning/IT/IE (Industrial Engineering), MIM (Merchandising), planner maker, warehouse, OB/TPE and two 
core processes:  L0A and 5LAS. The diagram starts  with the MIM department receiving the order confirmation 
from the planning department. Then, the MIM department will create the SO (Sales Order) and BOM (Bill of 
Materials) in the system. This indicates the dependency among two departments that the MIM department 
must wait until it receives the order confirmation from the planning department. The dependence is well 
described by the symbol of the connector connected between two departments 

After getting essential data for analysis, we have conducted the fit-gap analysis template shown in 
below table: 
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Table 1. Fit Gap Analysis of ERP Software Implementation 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

From Table 1, we have proposed two solutions: ERP software implementation and business process 
reengineering. In each solution, the gaps of the proposed solutions are identified in column “Gap between 
existing & new”, and the new capacity has been suggested to eliminate the gap of the new solution. It can be 
seen from Table 1 that the ERP implementation solution is required a new customised program to support the 
process complexity. Moreover, the ERP implementation and custom program development takes a long time, 
like a year-base. Hence, we have dropped this proposed solution and focus more on the business process 
reengineering solution 

B). Design the new process 

The Business Process Reengineering (BPR) is selected as the new approach to solving the current 
problems in ABC Manufacturing’s production process. OXCLOSE clothing style is made to order that contains 
production process complexity. The OXCLOSE consists of 11 clothing parts, and each part will be embodied 
at the end of the production process. As per process analysis, we detected some parameters that reduce 
production process efficiency. One of the OXCLOSE’s clothing parts, the hat, consists of many dependency 

Problem Area Existing Solution Gap between existing & new New Capacity needed to 
reduce or eliminate gap

Gap between existing & new New Capacity needed to 
reduce or eliminate gap

Relied too heavily 
on the report. The 
operation can’t start 
until the report is 
generated

Most of the officers 
and workers felt 
indifferent toward the 
number of current 
reports as they have 
continued doing the 
same operation.

The process of each 
clothing style is very 
complex to automate on 
the system, also the 
standard function of ERP 
software is not supporting 
such kind of process 
complexity. 

The new customized 
program is required to 
develop on the ERP 
software to support the 
process variety and 
complexity.

To apply the 
automation - one of the 
re-design heuristics 
approach. Data sharing 
(Intranets, ERP) 
Similarly to the 
proposed solution of 
ERP implementation. 
The standard function 
of ERP may not 
support the clothing 
style complexity

The new customized 
program is required to 
develop on the ERP 
software to support the 
process variety and 
complexity.

Fail to achieve daily 
production target 

The officer and 
foreman need to work 
closely to the workers. 
They have monitored 
and controlled the 
production process by 
QR code tracking and 
manually update the 
daily report to identify 
which process/ step is 
delayed which possibly 
causing the slowdown 
in entire production 
process 

The external device such 
as QR code scanner and 
QR code reader needs to 
connect to ERP system. 
The cost of 
infrastructure’s setting 
and maintenance may 
high. Also as mentioned in 
point no#1, the process of 
each clothing style is too 
complex to automatically 
generate from the system 
in which the manual 
calculation is the process 
after the report is 
generated.

The new customized 
program is required 
develop on the ERP 
software to support the 
process variety, 
complexity, and manual 
calculation.

Low productivity

The management team 
has set up weekly 
meeting for the 
workers who work in 
the assembly process. 
The purposes are to 
brainstorm, share and 
gather the idea about 
the causes of the low 
productivity

N/A N/A

ERP Software Implementation Business Process Reenginerring

Once the production 
process is re-designed 
based on the re-design 
heuristics approach. 
The new production 
process is required to 
test the effectiveness 
using the simulation 
model or tool.

Define the simulation 
approach (Simulation 
tool/model, expected 
result and result 
measurement) as it is 
required to prove the 
new production process 
efficiency
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work and sub-process. It is the relationship in which a task relies on one or more tasks to be performed in a 
certain order before it is marked complete. We have created a histogram in Figure 4 to describe each clothing 
part's production standard time’s frequency. It can be that there are two clothing parts of Collar and Hat with 
standard time; 6.86 and 14.11 min respectively contained the most time-consumed production process. Hence, 
the collar and hat’s clothing parts are the key process that require the BPR consideration. 

 
 

 

 

 

 

 

 

 

 

Table 2. OXCLOSE_7 Subprocesses flow panel 

Clothing Part 
Step Sequences 

1 2 3 4 5 6 

Hoodie Piece 2 (CHO) B12  B61 B31    

Hoodie Piece 1 (SHD) B12 B61     

Hoodie Lining (174) B12 B31 B61    

Collar (P1) B12 B31 B41 B12 B51  

Bottom Collar (UCL) B13 B31     

Flap Pocket (HIW) B13 B21 B31 B41   

Sleeve Straps (P10) B21 B31 B41    

Placket Piece (FAC) B41      

Front Placket’s Hoodie (HFF) B12      

Placket Base (HFN) B12 B31     

Hat (109)2 B13 B21 B31 B61 B51 B71 

Hat (109)2 = SHD+CHO+HFN+HFF+174 

The redesign heuristics [12] are applied with the current production process of the OXCLOSE clothing 
style. As per the investigation, 5LAS and sub-process in L1S are redesigned as below: 

• Task Elimination – Collar base activity in the L1S process is eliminated. This activity is unnecessary 
for the operation and has no additional value in increasing processing speed [13] as it can be 
completed earlier.  

Figure 3. Dependency of departments in ABC 
garment manufacturing company 

 

Figure 4. Clothing Part’s Production 
Standard Time (Min) of OXCLOSE 
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• Resequencing the 7 sub processes in the L1S process, the tasks with lots of dependency work would 
have started first because the dependency work takes more time than others.  

• Parallelism – The individual tasks that do not require a dependency process can proceed parallel 
with other workstations. 

Resource Optimisation – The number of resources is allocated based on the number of dependency tasks of 
the clothing parts. Resource sharing is applied for the clothing parts that contain fewer processes

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. OXCLOSE_5LAS flow panel 

The L1S process consists of 7 sub-processes: B1X, B21, B31, B41, B51, B61, and B71, which Table 2 
represents the redesign work sequence of OXCLOSE clothing style. The clothing parts highlighted in yellow 
can be proceeded in parallel. Also, the clothing part of the collar (P1) and flap pocket (HIW) could have started 
first. Since both processes contain multiple dependency work in sub-process.  

C). Test with New Process 

Two production line processes are mainly redesigned: the 5LAS process and 7 sub-processes in the 
L1S process (One of the 5LAS processes). We have first tested the redesign of 7 sub-processes and then 
followed by the overview of the 5LAS process. The assumption is that if the redesign of the sub-process gives 
a good result, the production lead time of the entire 5LAS product should be decreased.  

6. Result and Discussion 

Table 4 shows the new production capacity of each clothing part and the production lead time of each 
workstation in the redesign L1S process. Table 3 depicts the current standard time calculation and production 
capacity for OXCLOSE's L1S clothing part process. 



ASEAN J. Sci. Tech. Report. 2022, 25(1) 24-35.32ASEAN J. Sci. Tech. Report. 2022, 25(1), 24-35 9 of 12 
 

 

Table 3. Current production capacity of each clothing part and the standard time calculation 

Clothing Part Std. Time (Min)/ Piece No. of Piece/ Hour 

Hoodie Piece 2 (CHO) 3.97 15 

Hoodie Piece 1 (CHO) 2.15 27 

Hoodie Lining (174) 4.1 14 

Collar (P1) 6.86 8 

Bottom Collar (UCL) 0.68 87 

Flap Pocket (HIW) 2.68 22 

Sleeve Straps (P10) 2.67 22 

Placket Piece (FAC) 2.53 23 

Front Placket’s Hoodie (HFF) 0.82 72 

Placket Base (HFN) 0.79 75 

Hat (109) 14.11 4 

Total standard time and total pieces produced in 1 hr 41.36 (Min) 369 

Table 4. New production capacity of each clothing part and the 

Clothing Part Std. Time (Min)/ Piece No. of Piece/ Hour 

Hoodie Piece 2 (CHO)* 3.58 29 

Hoodie Piece 1 (CHO)* 2.09 33 

Hoodie Lining (174)* 4.06 27 

Collar (P1)*** 6.51 17 

Bottom Collar (UCL)** 0.92 63 

Flap Pocket (HIW)* 2.39 24 

Sleeve Straps (P10)** 2.02 47 

Placket Piece (FAC) 2.53 23 

Front Placket’s Hoodie (HFF)* 1.21 66 

Placket Base (HFN)** 1.39 62 

Hat (109)*** 14.05 8 

Total standard time and total pieces produced in 1 hr 40.75 (Min) 399 

 



ASEAN J. Sci. Tech. Report. 2022, 25(1) 24-35. 33ASEAN J. Sci. Tech. Report. 2022, 25(1), 24-35 10 of 12 
 

 

Redesigned heuristics [12] on clothing parts has led to increased production capacity and a shorter 
manufacturing lead time. From Table 3 and Table 4, the average production capacity of each clothing part is 
increased by 45%. After applying the redesign process, the current output subtracts the number of new outputs 
to get the differentiated amount. Then, add up the group of differentiated amounts together and divide by 
each clothing part's count.  
 
Benchmarking 
 
 To see the advantage of the new process, standard time and production capacity’s comparison are 
made between the existing and unique production process. These two variables are the important keys to 
disclose the new process efficiency. According to Soontorn (2016), the business process reengineering (BPR) 
of unnecessary process elimination and modification is applied to the computer service centre. Based on 
Soontorn’s finding, the cycle time for service processes (day/working time) is reduced from 2.57 to 1.36 
day/working time. The new process reduced 6 unnecessary steps, and these approaches decreased cycle time 
and waiting time as per expectation. Immawan (2018) claims that key performance indicator (KPI) is one of 
the measurement tools to assist the comparison between the old and new business processes. He also included 
production capacity as the main variable in KPI measurement. 

The asterisk (*) in each clothing part means this clothing part applied the redesign process where (*) 
Parallel Tasks, (**) Resource Optimisation, (***) Resequencing Task.  

In parallel tasks (*), we have set each L1S’sub process in the simulation tool to run the clothing part 
parallelly. In other words, Hoodie lining, Hoodie piece 1, Hoodie piece 2 and Flap pocket are simultaneously 
run. The standard time of some clothing part has slightly decreased because the dependency among each sub-
process is removed.  

In resource optimisation (**), we have re-allocated the worker in each sub-process with the 
centralisation to avoid overloading one group and another group waiting for work [14]. For example, the 
clothing part of the front placket’s hoodie and placket base, B12’s sub-process, is the first workstation of both 
clothing parts, containing a few processes. Hence, shared resources between these clothing parts are applied 
to the B12 workstation. As a result, the production capacity decreases, and the standard time increases, 
respectively. However, it doesn’t impact the entire production process much.  

For the case of the bottom collar and sleeve straps, B31’s sub-process is the second workstation of both 
clothing parts. Regarding resource optimisation, we intend to increase the production capacity of the sleeve 
straps because OXCLOSE clothing style requires 2 pieces of sleeve straps per clothing. Therefore, we have set 
the shared resources and the allocation rule in the B31’s sub-process of the simulation tools. As a result, the 
sleeve straps production capacity increases, whereas the bottom cars decrease. 
  Lastly, since collar and hat contain more sub-processes than others and require input from other 
processes such as L1A and within L1S itself, they should have started the tasks immediately once all 
components are ready at the workstation. Plus, these two clothing parts are considered the top priority to start 
the process. The production capacity of both clothing parts is increased according to the increase in other 
components such as hoodie pieces 1, 2 and hoodie lining, etc. 
 
Best Practices 

To guide the process improvement action continuously, we suggest the new production process of 
OXCLOSE clothing style to the factory’s manager since the new process provides the improvement of standard 
time and production capacity. It can substitute the current production process in the long run. In addition, we 
did some more studies about continuous process improvement. Plan-Do-Check-Act (PDCA) cycle is one of 
the most popular tools [17]. It is a four-step model of carrying out change as the cycle should be repeated again 
and again for continuous improvement. However, in the scope of this research, we focus only on the business 
process reengineering (BPR) as one of the methodologies to solve the core problems. It provided us with the 
expected quantitative results. In future work, we will continue to study how to improve the process 
continuously by using the PDCA tool 
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Author Contributions: The authors conceived and designed the new production line process by applying the 
re-designed heuristics guideline. In addiontion, the simulation tool (BPSimulator) has been used to simulate 
the new production process in order to prove its efficiency. After the simulation, the expected results are given 
with an increase in production capacity and decrease in production lead time. With the quantitative results, it 
is proved that Business Process Regineering (BPR) and the selected re-designed heuristics are the most 
appropriated approach to improve the current production line process. The ABC garment manufacturing 
company can follow this approach and apply to ABC garment manufacturing’s current L1S process. 

Findings 
Process discovery and process analysis are the main principles of this research. Process discovery is 

an initial step that provides a baseline for process improvements and identifies key problem areas by business 
process reengineering (BPR). The garment manufacturing process is very complex and lots of dependency 
tasks are required, especially from the production process of fabric to the finished product. It is crucial to break 
down the process into a detailed level. Besides, the process analysis tool also enables you to understand the 
health of different operations within a business to improve process efficiency, identify the detrimental 
elements in operation, and overcome obstacles. Without a proper analysis, it will be a waste of time and effort 
to solve the wrong problems or switch from one software to another. Hence, the researcher should consider 
these two processes as the highest priority at the beginning of the research. 

Conflicts of Interest: The authors declare no conflict of interest.  

7. Conclusions  

This paper focuses on the 5LAS process improvement by using the cause and effect diagram to identify 
the core problems in the production process. After that, the fit-gap analysis is performed to discover the best 
fit solution. The redesign heuristics to the existing production line process is the conclusion and the concept is 
applied. The new process is being constructed using the simulation tool to model the new production process. 
The simulation result shows the increasing production capacity and slightly decreased production lead time 
of the clothing style OXCLOSE, which meets the objective of this research paper.  In future work, we have 
planned to study the ERP software implementation to overcome the low productivity problems such as the 
behavior of relying too heavily on the report and manual work caused by the report. Due to the current 
circumstance of the Covid—19 pandemic, ABC Manufacturing has brought up a new protocol to create a 
hygienic workplace. All workers must be fully vaccinated and tested for Covide-19 every week. With this 
protocol, it has been reported that no workers are infected with the disease for 3-4 months. However, a 
contingency plan is still required during this pandemic. Per suggestion, to compensate for infected workers 
during the pandemic, the manufacturing workers should be trained in multitasking to pay for the lack of 
workers in some clothing’s tasks activity.   
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Abstract: Drug in piglets has a protective effect against dysentery. The aims of 
this study were determined the efficacy of toltrazuril in newborn-piglets. In 2 
piglets of 819 piglets were divided into 2 groups. Baycox® drug group, using 
446 piglets. Zurilguard® drug by using 373 piglets by adding a dose of toltraz-
uril antibiotic 1 ml. by oral suspension. It was found that the weaned weight of 
the Baycox® and Zurilguard® was found no significant difference (P > 0.05). The 
percentage of farrowing crate damage for the Baycox® of drugs had 10.23 % 
(39/407). In Zurilguard®, there was a percentage of farrowing crate damage at 
3.18 % (14/359). As a result, percentages of farrowing crate damage were signif-
icantly different in both groups (P < 0.05). Efficacy from FCS indicated that 
Baycox® was more effective at returning piglets to diarrhea FCS 3 in newborn-
piglets 39.24% (175/446) pigs at 7 day 43.64% (182/417) pigs at 14 day 24.27 % 
(100/412) weaned 25.80% (105/407). FCS indicated that Zurilguard® was more 
effective at returning piglets to FCS-3. In newborn-piglets 33.51% (125/373) pig-
lets 7 days 37.82% (138/366) at piglets 14 days 58.96 % (214/363) weaned 42.82% 
(153/359). Zurilguard® had a lower rate of returning of FCS-3 in newborn-pig-
lets and pig at 7 day than the Baycox® but rate of return of FCS-3 in pig at 14 
day and weaned pigs more than Baycox®. In conclusion of oral toltrazuril that 
found efficacy of Zurilguard® for mortality rate of newborn-piglets to weaning 
in 21 days more than Baycox®.   
 
Keywords: Antibiotic, Baycox®, Toltrazuril, Zurilguard® 

1. Introduction 
The most common problem in piglets after birth is diarrhoea. This occurs 

for many reasons, such as diarrhoea from Escherichia coli (E. coli) diarrhoea, in-
fectious disease in piglets known as “PED” This causes a wide range of losses, 
starting from mortality, scraping, stunting, shedding, and causing ongoing 
problems to nursery and finishing pigs. It makes it easy to get infected and get 
sick with respiratory issues. There is a mortality rate and scrapped higher than 
Effective normal growth and lower food efficiency. Use more time to sell until 
the party is sold. There is a higher cost of production. The result is Farm owners 
have decreased profits. [1-2] Swine dysentery is caused by a protozoan virus 
called Isospora suis, which causes the small intestine wall cells to be destroyed or 
damaged. All economic animals, Including wild animals, can become infected. 
The prevalence of the disease will be higher when a bird or mammal comes to-
gether. The oocyte of dysentery is resistant to the environment. They can stay 
outside for months and are difficult to destroy with disinfectants. Which makes 
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it difficult to control. The severity of the disease depends on the strain of coccidiosis.[3] The type of animals 
involved, symptoms. They range from asymptomatic infection to severe intestinal infection. Some piglets die 
due to infection. It harmed production efficiency. Therefore, it is the reason for the efforts to find a preventive 
measure. The control of dysentery in pigs is a drug application program to cover the problem period (meta-
phylactic program) and treatment program. [1] The purpose of this study is to study the efficacy of Toltrazuril 
in newborn piglets between the Baycox® and Zurilguard® for controlling diarrhoea in the piglet.

2. Materials and Methods 
Animals used in the study, Two piglets group, were tested for a total of 819 piglets. The experiments 

were divided into 2 groups and the piglets were weighed. It is divided into 4 age periods: first 7 days of 
delivery, 14 days, and weaning. Group 1: Baycox® 446 Baycox® feeders were administered to piglets in a 
volume of 1 millilitre one day after the birth of piglets. Group 2: Zurilguard® 373 Zurilguard® feeders were 
administered to piglets in a dose of 1 millilitre one day after the birth of piglets. Record of experimental results, 
mean first stillbirth (number of piglet/ sow), represent live birth (number of piglet/sow), mean piglet weight 
Percentage of maternity damage and average piglet ADG (gram). Animal license approval code U1-01120-2558. 

 
With the following calculation methods 

1. Average newborn (number of piglet/ sow)  

  = 
number of firstborn

Number of sows  

2. Average piglet (number of piglet/ sow)   

  = 
Piglets live

Number of sows 

3. Piglet average weight  

  = 
Piglet weight

Number of piglets 

4. Percentage damaged in maternity envelope 

  = 
Damaged maternity envelope

Number of piglets weaned  

5. ADG Average piglet (gram) 

  = 
Mean weaned piglet−average first stillborn piglet weight

Weaning age  x 100 

Statistical analysis of data 
The 819 piglets were collected in two groups: 446 Baycox® piglets. The experimental group of 373 

Zurilguard® were evaluated for Fecal consistency score at 7-day birth, 14-day age and weaning. According to 
the symptoms of diarrhoea, as follows Fecal consistency score chart. The statistical variance was analyzed and 
compared the mean differences between the groups using the Indipendent-Samples T-Test is used by SPSS. 

3. Results and Discussion 
A study comparing Toltrazuril in two species of newborn piglets, newborn piglets total 819 using 

Baycox® and Zurilguard®. The experiment was classified into two groups: Group 1, Baycox®, Total newborn 
piglets are 446, Total piglets are 40. Testing by filling up Baycox® in newborn piglets by oral suspension 1 
millilitre after the piglets were born 1 day. Group 2, Zurilguard® Total newborn piglets are 373, Total piglets 
are 34 testing by filling up Zurilguard® in newborn piglets by mouth 1 millilitre after the piglets were born 1 
day of 373 Zurilguard® drugs, a total of 34 sows after the piglet was born 1 day. 

The result found that both the sampling group of medicine group 1 and group 2 affected the weight 
of piglets until growing to a weaning state. That found no difference in statistical significance (P > 0.05)   
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Table 1. Growth efficiency of newborn piglets to weaning in 21 days. 

Data 
Newborn piglets group p-value 

Baycox® Zurilguard®  

Number of piglets alive (piglets) 446 373 - 
Birth weight (kg) 1.65 ± 0.33 1.60 ± 0.22 0.15 

Weight 7 days aging (kg) 2.95 ± .053 3.30 ± 0.60 0.23 

Weight 14 days aging (kg) 4.99 ± 1.09 3.42 ± 0.92 0.10 

Weaning weight (kg)  7.14 ± 1.11 5.84 ± 1.06 0.83 

ADG (gram)  261..62 ± 52.89 202.58 ± 48.15 0.55 
Number of piglets weaned (piglets) 407 395 - 

Note: Group 1; Baycox®), Group 2; Zurilguard®. 
 

Table 2. The mortality rate of newborn piglets to weaning in 21 days. 

Data 
Newborn piglets group p-value 

Baycox® Zurilguard®  

Number of piglets alive (piglets) 446 373 - 
7 days old death (percent) 0.70 ± 0.94a 0.21 ± 0.48b 0.00 

14 days old death (percent) 0.13 ± 0.40 0.09 ± 0.29 0.27 

Weaning death (percent) 0.13 ± 0.33 0.12 ± 0.33 0.85 

Weaning age (days) 21 21 - 

Number of piglets weaned (piglets)  407 359  

Number of piglets weaned (piglets) 39 14 - 

Damaged maternity envelope    
(body)Percentage damaged in maternity 
envelope 10.23 ± 17.19 a 3.18 ± 5.18b 0.02 

Note: Group 1; Baycox®, Group 2; Zurilguard®. 
a, b : different in statistical significance (P < 0.05) 

 
The result was found that birth rate damage of using Baycox® has shown the rate as 10.23% (39/407) 

and the case of Zurilguard® has shown the birth rate’s damage as 3.18% (14/359). Both experimental groups 
are different in statistical significance (P < 0.05).   

 

 
 0 = Normal feces 

 

 

 
  1 = Soft faeces 

 

 
2 = Mild faeces 

 

 
3 = Severe feces 

Figure 1. Faecal consistency score [4] 
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Table 3. Faecal consistency score (FCS) in the piglet. 

Age of piglet Number 
of piglet 

Present of 
diarrhea FCS 0 FCS 1 FCS 2 FCS 3 

Baycox®       

First birth 446 59.87 - 40.13 20.65 39.22 

7 days 417 43.64 - 29.91 26.45 43.64 

14 days 412 24.27 49.52 26.21 - 24.27 

weaning 407 25.80 64.86 9.34 - 25.80 

Zurilguard®       

First birth 373 47.72 - 52.28 14.21 33.51 

7 days 366 57.38 7.65 34.97 19.56 37.82 

14 days 363 67.77 23.69 8.54 8.86 58.96 

weaning 359 42.62 27.30 30.08 - 42.62 
 

 Toltrazuril was studied in premature piglets between Baycox ® and Zurilguard ® from stillbirth 
to weaning piglets. Has resulted in piglets after adding the drug, there is no rate of coccidiosis. Having a lower 
incidence of diarrhoea is consistent with Pipat et al. [5]. It was reported that the filling of Toltrazuril in the 
stillborn piglets was as a medicine filling to prevent dysentery (Isospora suis) and reduce the diarrhoea rate in 
piglets. The filling of the drug effectively prevented coccidiosis and piglets with diarrhoea. 

4. Conclusions 

The efficiency of Baycox ® helps the piglets have got better from diarrhoea. The piglet sampling 
group has gotten diarrhoea before filling up Baycox®, counted as 59.87%. After filling up Baycox® for 7 days 
until weaning, the piglets have acquired diarrhoea, counted as 31.24%. The piglets have not got diarrhoea as 
68.76%. The piglets have died from being laid on by other piglets counted as 5 piglets. The piglets have been 
weak, small and have a flatulence total of 34 piglets calculated as 10.23%. The efficiency of Zurilguad® has 
very well benefits on growth and the rate of death from diarrhoea in the piglet group. The piglet sampling 
group has gotten diarrhoea before filling up Zurilguard®, counted as 47.72%. After filling up Zurilguard® for 
7 days until weaning, the piglet has acquired diarrhoea, counted as 55.92%. The piglet has not got diarrhoea 
calculated as 44.08% and the piglet has died from being laid on from other piglets counted as 4 piglets. The 
piglets have been weak, small and have a flatulence total of 10 piglets counted as 3.18%. However, protocols 
of metaphylactic treatment with 5% toltrazuril (15 mg/kg) in naturally infected, extensively reared beef calves 
from birth to 1 year of age. It found fewer oocysts were excreted in the treated group for up to 75 days and at 
150 days of age (p < 0.05). In the final stage of the study, significant differences. [6] Zurilguard® can treat and 
control Isospora suis in newborn piglets [7] while Baycox ® against neonatal Isospora suis-coccidiosis in syn-
chronous piglets. However, Baycox 5% Suspension is indicated for use against neonatal Isospora suis-coccid-
iosis in piglets product by Bayer. The recommended dosage of toltrazuril is 20 mg per kg. [8] But Zurilguard® 
product by Pharmatech, there are different brands. In subsequent studies, faeces should be examined to con-
firm the presence of parasite eggs in the laboratory and the health assessment of pigs in other systems. 
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Abstract: According to the current deficiency of medical personnel due to 
many COVID-19 patients today, the workload of nurses and caregivers 
increases. One of the costliest tasks for healthcare professionals is monitoring 
and controlling the administration of saline solutions to bedridden patients. This 
research aims to develop a monitoring and regulating system to conduct the 
saline solution to patients using IoT technology. The Arduino UNO R3 and Node 
MCU ESP8266 microcontroller board are used as a processor to receive the saline 
weight input from the load cell and control the saline flow rate by the servo 
motor arm. The developed system can also be remotely monitored and 
controlled online via Wi-Fi, Internet, and cloud computing with mobile and web 
applications developed by Flutter. From the results of trying that determine the 
saline flow rate with different periods, it was found that the system was able to 
control the flow rate for the specified time with a total meantime accuracy of 
88.47%. It was also found that the accuracy rate would increase if the flow rate 
were set for a short period, while the accuracy rate would decrease if the flow 
rate were set for a long time. The experiment revealed that the developed 
prototype system could monitor, alert, and automatically control the flow rate 
of saline administration to patients as the specified objectives. 

Keywords: Saline Infusion; Saline Controlling; IoT  

1. Introduction 

According to the ageing society of many countries and the Covid-19 epidemic, 
the number of patients increases continuously. As a result, it exceeds the ability 
of nurses and caregivers. Reducing the workload of healthcare workers is 
therefore essential. Monitoring and controlling the administration of saline to 
patients is one of the nurses' tasks that pose a considerable burden. Thus, the 
researchers aim to develop a system that can automatically monitor and control 
saline administration to reduce the workload of healthcare professionals. In 
addition, with the development of Internet of Things (IoT) technology, it is 
possible to develop sensor-based monitoring and reverse-control with actuators 
through the Internet, mobile applications, and cloud computing. 

Furthermore, the ability to automatically adjust the saline flow rate 
according to the doctor's prescription and monitor and alert the active status via 
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a mobile application reduces the burden on caregivers. Another factor is the price which must be more cost-
effective and less expensive than the digital infusion pumps available in the market. Examples of digital 
infusion pumps available on the market cost about $240 to $300. The proposed system can also collect the 
patient's history and behaviour data to reduce the workload and care benefits.

2. Related Works 

A literature review on the development of IoT-based saline monitoring and control systems revealed 
that, in addition to using IR sensors to detect saline water content. We also found that load cell [1-3], ultrasonic 
sensor [4-5], tilt sensor [6], level sensor [7], and flow sensor [8] were used to perform the functions of detecting 
the volume and flow rate of saline from a bottle. However, the developed system can only detect the amount 
of saline and notify the nurse or caregiver [1-5], [8-9], primarily through mobile applications, and output only 
through the LCD [5, 7]. In contrast, some systems, in addition to detecting the amount of saline, can also control 
the saline flow rate according to the doctor's prescription [7-8]. However, in the system that can control the 
flow rate, it was found that the nurse had to set the saline drip-rate manually. The system can automatically 
adjust the saline drip rate, but caregivers must also monitor whether the physician directs the saline infusion 
time. Furthermore, systems using solenoid valves to control flow rate require that the saline flows directly 
through the device, potentially contaminating germs or foreign matter [7]. While the research performed a 
servomotor control method [8], the caregiver had to calculate the saline drip rate to control the saline depletion 
at the doctor's schedule. The system cannot control the rate of saline administration to the patient within the 
amount of time the doctor can determine. Another essential prerequisite for developing IoT-based saline 
monitoring and control systems is when the patient goes to the bathroom or other cases where the saline flow 
or drip rate is abnormal. Most systems cannot detect vibrations both from the patient's body and from the 
surrounding equipment, which affects the abnormal flow of the saline solution. Only research studies [6] can 
address this problem with tile sensors. Moreover, to prevent blood flow backwards during the saline container 
is empty, the operation needs to hold the saline flow when the container is almost blank. Only the [8] system 
can squeeze the saline tube to prevent the backflow of blood. Also, most systems fail to demonstrate the 
validity of the trials to monitor and control saline administration by a physician-prescribed system. This 
research focuses on designing and developing an automatic monitor and control saline feeding and adjusting 
the saline flow rate system. Additionally, nurses or caregivers can monitor the flow rate and residual saline 
volume through a mobile application. As well as to prevent abnormal saline flow rates from patient 
movement, the system can detect abnormal flow rates from distorted weight signals from the load cell. In 
addition, if the saline content in the container is less than 5% weight from the original volume, or there is 
severe vibration of the container detected by the load cell, the system will squeeze the saline line to prevent 
the backflow of blood the saline tube. 

3. Materials and Methods 

Responsible for the objectives of this research, the research team has designed a system that focuses 
on enabling the system to respond to IoT-based operations. The ESP8266 Node MCU and Arduino UNO R3 
are used as the central processing unit, enabling integration with cloud computing via a Wi-Fi network. For 
the principle of operation of the system, initialize the beginning load of the patient saline container or bag to 
define the initial saline substances by the Load Cell, Shear type as 10Kg measured load and 1.0 ±0.15 mV/V 
measured output. The HX711 amplifier module amplifies the signal received from the load cell and forwards 
it to the Arduino UNO R3. The traceability status information is sent to the ESP8266-12E Node MCU to deliver 
cloud computing. Firebase and Mongo DB are used in this development. Firebase, a Google service, is used 
for online notifications. MongoDB, private cloud storage, is chosen for data management and patient data 
security. This research developed both mobile applications and web applications for the user interface. Flutter 
is used to create mobile applications that can run on either Android or iOS platforms. The servo motor is 
commanded by the Arduino UNO R3 board and is used to steer the saline tube's compression or repose to 
increase or decrease the saline flow rate, respectively. 
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Figure 1. System Framework 

Figure 2 shows an algorithm to observe and regulate the flow rate of saline solution as prescribed by 
the physician. It starts with determining the weight of the saline bag due to the various initial packaging and 
volume of the saline solution as Init_Wt. The nurse or caregiver will then select an order to determine the 
duration of the saline solution, such as 1, 3, 5, or 8 hours directed by the doctor, then transfer to minutes as 
Infusion_Time. Then determine the final weight for the saline drainage stop as Stop_Wt. The flow rate is 
calculated based on the lost weight by the initial weight divided by the infusion time determined in the 
previous step. 

                                         Flow_Rate = Init_Wt (g.)/Infusion_Time (min.),                            (1) 

The system then determines the degree of the servomotor arm that compresses the saline tube so that 
the saline solution flow rate is relative to the required time. The system then calculates the weight of the lost 
brine from the previously lost weight minus the weight of the brine imported from the load cell at that time. 
In addition, the system determines the average flow rate as a basis for detecting possible abnormal flows. The 
normalized flow rate average as Norm_Flow is calculated by the previous mean plus standard deviation. The 
system then compares the weight lost from the flow with the flow rate. If the weight loss as Curr_Flow_Wt 
from the flow is greater than the flow rate as Flow_Rate, then the brine flow is too high, the servomotor arm is 
forced to squeeze the tube more to reduce the flow rate. Conversely, if the weight lost from the flow is less 
than the flow rate, then the brine flow is too small, the servomotor arm is forced to squeeze the tubeless to 
increase the flow rate. 

In addition, if the load cell vibrates signal occurs by comparing the current flow weight with average 
normal flow, which means an abnormality. The system will command the servo motor arm to squeeze the 
tube to stop the saline flow for safety reasons. The system will repeat the above process until the saline is 5% 
or less, depending on the requirement. Finally, the system will instruct the servo motor arm to squeeze the 
saline tube to stop flowing for safety and prevent backflow of blood. Then, the system will send a notification 
to the caregiver or nurse for further action. 
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Figure 2. Algorithm to observe and regulate the flow rate of saline solution 

Refer to Figure 3; the use case diagram illustrates the functions that doctors and nurses can access to 
the system. It consists of the following functions: Add, Find, & Update User Profile are functions where users 
can add, search, and update patient information. Doctor's Orders is a function that which the doctor can order 
the detail of saline solution, such as the type of saline solution and the duration. In addition, the nurse can 
take the doctor's orders from this function. Saline Status Display is a function that users of both doctors and 
nurses can track the flow status of saline solution. Furthermore, users can also receive notifications in case of 
abnormalities or saline depletion from the Saline Monitor & Notification function. To assign access rights to the 
system, the user must log in and deactivate from the Login/ Logout function. 
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Figure 3. Use-case Diagram 

 
(a) (b) (c) (d) (e) 

 

Figure 4. Example UI of Mobile Application 

Figure 4 presents an example of a mobile user interface that allows nurses or caregivers to monitor, 
control saline administration and receive system notifications through a mobile application as follows: (a) UI 
for physicians to access the system, (b) UI for doctor's orders for saline solution, (c) UI showing patient 
information, (d) UI for nurses to access the system and work records; and (e) UI for monitoring and alerting 
in the event of anomalies. Not only can doctors and nurses use the system via the mobile application, but they 
also use the system via the web application.  

An example of a web application interface is shown in figure 5. The interface shows the doctor's 
instructions and details and the status of saline administration to each patient. 
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Figure 5. Example UI of Web application 

 

Figure 6. Hardware prototype of the developed system 

Refer to Figure 6; It represents the hardware prototype of the system (a). The upper box (b) contains a 
Load cell Type-Sher for hanging the saline solution bag. The load cell is connected to the HX711 Amplifier 
Module to amplify the weight signal and forward it to the Arduino UNO R3 board to process and control the 
compression or release of the saline flow rate by the servo motor arm stored in the lower box (c). It can also 
display the weight of saline solution via 20*4 Characters LCD. The saline weight data is transmitted from the 
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Arduino UNO R3 to the Node MCU ESP8266-12E connected to the Internet via a Wi-Fi network, further 
forwarding the data to the cloud as detailed in (b). 

4. Results and Discussion 

An experimental simulation was created by hanging a 1000 mL saline bag on a load cell. Then, the 
experimental set was divided into five batches, each of which was assigned a different saline end time. Since 
the experiment used a 1000 mL or 1000 g saline size excluding package weight to avoid excessive saline flow 
and demonstrate that the system can determine the minute time, the duration of the first set of experiments 
was established (A) settles a time of 150 minutes or two and a half hours. The second set (B) is scheduled for 
240 minutes or 4 hours, the third (C) is designed for 360 minutes or 6 hours, the fourth (D) is designed for 540 
minutes or 9 hours, and the last set (E) is scheduled 900 minutes or 15 hours. Prolonged time intervals are 
intended only to respond to cases where the doctor wants to keep the vein open (KVO) to prevent blood clots. 
Then create a timer and record since the brine started flowing. The servomotor arm squeezes the brine tube to 
stop the flow until the brine solution is reduced to less than 5% of the starting weight. Each set of trials 
performed five trials for a total of 25 attempts. The results of the experiment are exhibited in Table 1. 

Table 1. Comparison of the flow rate controlling of the saline solution at the specified various time 

No.  
Test Set (min.)  

A (150) B (240) C (360) D (540) E (900) Total 
1 149.46 228.18 308.18 538.21 941.25 

 
2 144.14 228.33 409.58 579.62 836.67 
3 144.57 242.9 329.86 628.33 941.25 
4 146.93 240.17 329.84 580.38 836.67 
5 139.58 251.17 337.96 579.23 836.67 
𝒙𝒙 144.94 238.15 343.08 581.15 878.50 437.17 

SD 3.67 9.90 38.78 31.92 57.28 28.31 
Min. 139.58 228.18 308.18 538.21 836.67  
Max. 149.46 251.17 409.58 628.33 941.25 

Err. (min.) 5.06 1.85 16.92 41.15 21.50 17.30 
Err. (%) 3.38% 1.23% 11.28% 27.44% 14.33% 11.53% 

 

Table 1 and Figure 7 show the result of the (A-E) test set marks at the specified time compared to the 
experimentations. The results of the experiments consisted of mean, standard deviation, time-tolerance mean, 
and percentage of meantime error for each test set of different specified times. The results showed that the 
first test (A) was assigned to drain the saline solution within 150 min; the system was able to do so in a mean 
time of 144.94 min (± 3.67 min) with a meantime error of 5.06 min or 3.38%. The second group (B) results were 
determined to complete the saline solution within 240 minutes. The system achieved an average of 238.15 
minutes (± 9.90 minutes), with an average time error of 1.85 minutes or 1.23%. Results of the third experiment 
(C) were determined to release the saline solution to be discharged entirely within 360 minutes; the system 
achieved a mean time of 343.08 minutes (± 38.78 minutes), a mean time error of 16.92 minutes, or an error of 
11.28%. Additionally, in the third trial (D), which was timed to deplete the saline solution at 540 min, the 
system achieved a mean time of 581.15 min (± 31.92 min) with a mean time error of 41.15 min or 27.44%. The 
last set of experiments (E) was scheduled to run out of saline in 900 minutes. However, the system was able to 
do it in an average time of 878.50 minutes (± 57.28 minutes), with a mean time error of 21.50 minutes, or 11.53%. 
All trials' total meantime error was 11.53% (± 10.41%). Thus, it can be concluded that the system is accurate in 
controlling the flow rate of the brine solution to the required accuracy of 88.47% (± 10.41%). It was also found 
that in the experimental results, shorter flow intervals resulted in fewer errors. Conversely, setting a longer 
interval for the flow will also result in more errors. 
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Figure 7. Schemes follow the same formatting. 

5. Conclusions 

The design, development, and experimentation of the monitoring and control system for saline 
solution in this time can be used as a prototype system. In addition, this system can work according to the 
specified purpose of reducing the workload of nurses or caregivers via web and mobile apps and can also 
automatically control and adjust the amount of saline solution to patients. Including equipment used for both 
load cells, servo motors and microcontroller boards are generally cheaper than commercially available devices 
with approximately 200 USD. It can also be monitored and commanded via the cloud, a capability that 
surpasses any commercially available device today. However, researchers and developers can also use the 
prototype system to improve the working algorithm to improve accuracy and optimize the saline solution to 
be more consistent and reduce errors that keep getting less. 
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Abstract: This work has studied CO2 decomposition through the 
dielectric barrier discharge (DBD). The configuration of the DBD reactor 
was performed as a coaxial DBD tube. The dielectric barrier was made of 
a quartz tube with 1 mm thickness, while an outer electrode was made of 
a copper flat sheet wrapping around a quartz tube. The coaxial axis was 
made of stainless steel rod to be an inner electrode. The power source was 
applied by the alternative current (AC) high voltage with 7.8 kHz of 
frequency to both electrodes of the plasma reactor. The experiment was 
conducted on various conditions such as a mixed gas ratio, discharge gap, 
applied voltage, outer electrode length, two outer electrodes, and gas flow 
rate. The results showed that CO2 conversion was decreased when CO2 
concentration increased. Similarly, the increase of gas flow rate also 
caused the decrease of CO2 conversion. Whilst the increase of an applied 
voltage causes the CO2 conversion clearly increased. Similarly, the CO2:Ar 
ratio of 60%:40% achieved 30% of CO2 conversion. Furthermore, the high 
percentage of CO2 conversion of 47.2% has been obtained from a 1.3 mm 
discharge gap with 40 ml/min of gas flow rate. 

Keywords: Gas conversions; DBD reactor; Pollution control; Gas discharges;   
Greenhouse Gases 

1. Introduction 
The dielectric barrier discharges (DBDs) are well-known for the 

generation of ionized gases and have been employed for several 
applications such as greenhouse gas decomposition, gas conversion, 
pollution control, ozone synthesis, excimer laser, material, and film 
surface modifications, etc. CO2 gas is a part of greenhouse gases and has 
been attracting to the global warming and climate change on the earth, 
which can be more emitted from the transportations, burning of all fossil 
fuels, and also had presented in the natural gas and biogas [1-3]. However 
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dielectric barrier discharge (DBD). The configuration of the DBD reactor 
was performed as a coaxial DBD tube. The dielectric barrier was made of 
a quartz tube with 1 mm thickness, while an outer electrode was made of 
a copper flat sheet wrapping around a quartz tube. The coaxial axis was 
made of stainless steel rod to be an inner electrode. The power source was 
applied by the alternative current (AC) high voltage with 7.8 kHz of 
frequency to both electrodes of the plasma reactor. The experiment was 
conducted on various conditions such as a mixed gas ratio, discharge gap, 
applied voltage, outer electrode length, two outer electrodes, and gas flow 
rate. The results showed that CO2 conversion was decreased when CO2 
concentration increased. Similarly, the increase of gas flow rate also 
caused the decrease of CO2 conversion. Whilst the increase of an applied 
voltage causes the CO2 conversion clearly increased. Similarly, the CO2:Ar 
ratio of 60%:40% achieved 30% of CO2 conversion. Furthermore, the high 
percentage of CO2 conversion of 47.2% has been obtained from a 1.3 mm 
discharge gap with 40 ml/min of gas flow rate. 
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1. Introduction 
The dielectric barrier discharges (DBDs) are well-known for the 

generation of ionized gases and have been employed for several 
applications such as greenhouse gas decomposition, gas conversion, 
pollution control, ozone synthesis, excimer laser, material, and film 
surface modifications, etc. CO2 gas is a part of greenhouse gases and has 
been attracting to the global warming and climate change on the earth, 
which can be more emitted from the transportations, burning of all fossil 
fuels, and also had presented in the natural gas and biogas [1-3]. However 
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CO2 gas is one of the additive gases in the process of methane conversion into hydrocarbon gases [4-8]. 
The chemical bond of CO2 is very strong and hard to be dissociated. To break the bond of C-O, the 
temperature has to be used at least at 1,500 ℃ for the thermolysis process, resulting in the huge power 
consumption. However, plasma technologies have been adopted to avoid the use of such high 
temperatures. Many geometries were configured for plasma-assisted reforming such as an arc 
discharge, glow discharge, corona discharge, dielectric barrier discharge (DBD), radio frequency (RF) 
discharge, etc. [9-18]. The reactions of plasma chemistry for CO2 decomposition can be seen in Eq. 1 and 
Eq. 2, after the process of CO2 decomposition, this CO2 is converted into CO and O2 19-21. Similarly, Eq. 1 
and Eq. 2 confirm that CO and O2 are the main product, where ∆H is the enthalpy of the reaction. 
However, O2 can be formed by the recombination of O radicals, and similarly, CO2 also has been 
reformed by the recombination of CO with O radicals and O2 with C radicals [9, 22]. CO gas product is 
utilized for hydrocarbon fuel synthesis (e.g. methanol, ethanol, and acetic acid synthesis) and the 
mineral and metal industries (e.g. smelting and refining processing). 

CO2 → CO + 1
2 O2, ∆H = 2.9 eV        (1) 

 
   CO2 → CO + O, ∆H = 5.5 eV                 (2) 

 
Furthermore, it can be considered in the unit of Joule 23. 

 
         CO2 → CO + O, ∆H = 529.8 kJ mol⁄         (3) 

  
The DBD plasmas have been utilized for a long time for surface modifications, gas treatment, 

chemical synthesis, etc. The characteristic of DBDs can initiate plasma reactions in low energy 
consumption and low temperature in the atmosphere. Whilst gas temperature can remain low, the 
electron temperature is high. These electrons have high energy in the range of 1-10 eV, in which it has 
enough energy to break the chemical bonds of gas molecules directly [9, 11, 24-28]. 

CO2 conversion using a DBD reactor was operated under various conditions such as gas flow 
rate, gas temperature, power frequency, and power input [29]. The previous results indicated that the 
increase of input power and gas temperature could raise the conversion rate, while the increase of flow 
rate caused the conversion to decrease. In support, Indarto, A. et al. [9] had reported the review article 
for greenhouse gas and toxic gas decompositions via plasma technologies. In summary, they suggested 
that the advantage process should be the combined or new alternative process. In addition, other reports 
[9, 12, 14, 21] have also suggested and presented that noble gas (such as He, Ar, Kr, xe) contained in gas 
feeding or placing a solid catalyst in plasma zone can raise the rate of the gas conversion and product yield. 

Furthermore, CO2 was utilized in the process of CH4 reforming to produce hydrogen and 
hydrocarbon fuels. A recent article from Tao, X. et al. [8] has reported the reviewed article for the 
opportunity of CH4-CO2 reforming in different methods and processes. They have suggested that it is 
included by three factors to achieve high performance, there are reactor configuration, electron density, 
and plasma temperature. These factors caused the high plasma and electron densities to elevate the gas 
dissociation and produce more ions and neutron species. 

This work represented CO2 decomposition via the coaxial DBD applying by AC high voltage 
with high frequency under several conditions such as CO2 mixed with Ar to increase an electron density 
[12, 14, 21], applied voltage, gas flow rate, discharge gap and discharge volume (length of outer electrode 
and outer electrode numbers). Which was operated in the atmosphere and the room temperature. 

2. Materials and Methods 
2.1. Experimental configuration 
The experimental diagram is represented in Figure 1 consisting of CO2 and Ar gas tanks, gas 

regulator, valve, flow meter, mixer unit, needle valve, coaxial DBD reactor, bubble flow meter, high 
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voltage power source, resistor (Rlimit = 1.5 kΩ), measuring capacitor (Cm = 10 nF), high voltage (HV) probe 
(Tektronix, P6015A), voltage probe, Oscilloscope (Tektronix, TDS3014B) and Gas analyzer (Geotech, 
Biogas Check). Coaxial DBD reactor was fabricated from quartz tube, Teflon insulator, Aluminum flat 
sheet, and stainless steel rod. A quartz tube with a thickness of 1 mm and an inner diameter of 12 mm 
was provided for a chamber. Teflon insulator is used for closing both sides of a quartz tube and fixing 
the inner electrode in the middle of a quartz tube. An aluminum flat sheet is wrapped around a quartz 
tube to set as an outer electrode, while stainless steel rod is placed inside of a quartz tube to be an inner 
electrode. Especially, Figure 2 has been illustrated the different installations for one outer electrode (A), 
two outer electrodes to increase the discharge volume (B), and the cross-section of the reactor (C). 

 

 
Figure 1. Experimental diagram and setup. 

 

Figure 2. Reactor configuration for one outer electrode (A), two outer electrodes (B), and the cross-
section of the reactor (C). 

2.2. Operating and Measurement Methods 
The concentration of CO2 gas before and after the reaction process through the coaxial DBD 

reactor was investigated by a Gas analyzer instrument (Geotech, Biogas Check), this instrument consists 
of a gas detector for CH4, CO2, O2, and H2S. Inlet gas flow was controlled and measured by a needle 
valve and flow meter, respectively, while outlet gas flow was measured by the bubble flow meter. The 
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applied voltage used for plasma generation is measured by the HV probe. Furthermore, charge transfer 
can be measured from the voltage across Cm by using a voltage probe. These parameters of applied 
voltage and charge transfer were utilized to calculate the power consumption by Q-U Lissajous plotting 
[30]. 

2.3. Analysis and Calculation Methods 
The results will be analyzed such as CO2 conversion (χconv), O2 selectivity (O2s), power 

consumption, and conversion efficiency to propose the performance for the system of CO2 decomposition. 
The formulas for gas analysis are rewritten from Danhua, M. et al. [24] and  Paulusen, S. et al. [29]as 
shown in the following equation. 

χconv (%)  = CO2 converted (mol)
CO2 input (mol) × 100       (4) 

 O2s (%)  =  O2 product (mol)
CO2 converted (mol) × 100       (5) 

Whilst O2 selectivity (O2s) was calculated by Eq.5 because this O2 molecule reformed from CO2 
dissociation. In the case of power consumption (PE) and the conversion efficiency (ηconv), it can be 
adopted from Wang, S. et al. [10] and Phuengkum, N. et al. [30] as shown below. 

      PE (W) = f ∙ Cm ∫ Utduc
T

0         (6) 

ηconv(% W⁄ ) =  CO2 conversion (%)
PE (W)         (7) 

In Eq. 6, parameters were included the power source frequency (f = 7.8 kHz), measuring 
capacitor (Cm = 10 nF), applied voltage (Ut) and voltage across Cm (uc). 

3. Results and Discussion 
3.1. Effect of CO2 concentrations 

 
Figure 3. Effect of CO2 diluted in Ar on CO2 conversion and O2 selectivity. 

 
CO2 gas was diluted by Ar gas, the percentage of CO2 concentration was varied from 60% to 

90%. The operating condition consists of 50 ml/min of gas flow rate, 1.30 mm of discharge gap, 8 cm of 
outer electrode length, and applied voltage was 8 kV. The result is shown in Figure 3, it has indicated 
that the increase of CO2 concentration causes CO2 conversion to decrease. On the other hand, O2 
selectivity which is the gas product has higher increased at 80% of CO2 concentration.  
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3.2. Effect of outer electrode length and applied voltage 

 
Figure 4. Effect of outer electrode length and applied voltage on CO2 conversion and O2 selectivity at 
1.3 mm of discharge gap. 

 
Figure 5. Effect of outer electrode length and applied voltage on CO2 conversion and O2 selectivity at 
2.8 mm of discharge gap. 

 
The experimental condition was conducted by 80 ml/min of gas flow rate and 60%:40% of 

CO2:Ar ratio. These conditions have operated on two discharge gaps; there are 1.3 mm (Figure 4) and 
2.8 mm (Figure 5), respectively. Figure 4 shows that the highest conversion of CO2 can be achieved from 
the longest outer electrode. When the discharge gap is considered, 1.3 mm of discharge gap can raise 
CO2 conversion higher than 15% for 8 cm and 10 cm of outer electrode lengths. In contrast, when the 
discharge gap was set at 2.8 mm (in Figure 5), the result has represented that it cannot raise CO2 
conversion to 15% for all of the outer electrode lengths. However, Figure 4 had been shown that 10 cm 
of outer electrode length can achieve higher CO2 conversion than all of it. Whilst O2 product was 
considered in terms of O2 selectivity, Figure 4 and Figure 5 have indicated that O2 selectivity was slightly 
changed after 5 kV of applied voltage. Indeed, it was implied that the high conversion of CO2 can’t raise 
the O2 selectivity directly. As the gas product of CO2 plasma consists of CO, O2, and O3, when O2 
selectivity was decreased it seems that the O3 product might be increased. Because the O3 forming can 
become from the recombination of O2 molecules with O radicals. 
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3.3. Effect of discharge gap and plasma volume 
The discharge gap is varied as 0.4 mm, 1.3 mm, and 2.8 mm, the length of the outer electrode 

was 8 cm, gas flow rate and CO2:Ar ratio were 50 ml/min and 80%:20%, respectively. The free space 
between one outer electrode and another outer electrode was 8 cm as shown in Figure 2B to configure 
the two outer electrodes to increase the plasma volume. the result In Figure 6 has obviously indicated 
that the highest conversion of CO2 can be obtained from the two outer electrodes with 1.3 mm of 
discharge gap (1.3 mm, 2OE). For O2 selectivity, the result in Figure 7 has shown that O2 selectivity from 
the 1.3 mm discharge gap with two outer electrodes (1.3 mm, 2OE) and 0.4 mm discharge gap has 
downward trended, while CO2 conversion was increasing. However, the result in Figure 6 and Figure 7 
have represented that the highest conversion of CO2 and lowest O2 selectivity can be achieved from a 
1.3 mm discharge gap with two outer electrodes. 

 
Figure 6. Effect of discharge gap and two outer electrodes (1.3 mm, 2 OE) on CO2 conversion. 

 
Figure 7. Effect of discharge gap and two outer electrodes (1.3 mm, 2 OE) on O2 selectivity. 
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3.4. Effect of feeding flow rate 

 
Figure 8. Effect of gas flow rate and applied voltage on CO2 conversion and O2 selectivity. 

The experiment was conducted through the condition of 1.3 mm discharge gap, 60%:40% of 
CO2:Ar ratio, 10 cm of outer electrode length. Whilst the feeding flow rate is varied from 40 ml/min to 
80 ml/min. The result is shown in Figure 8, it has clearly present that the high flow rate causes the 
conversion CO2 to decrease, while the low flow rate raises the percentage of CO2 conversion. The highest 
conversion of CO2 was obtained at 40 ml/min and gradually increased with increasing applied voltage. 

3.5. Power consumption and conversion efficiency 
The results were computed by Eq. 6 and Eq. 7 and have represented in Figure 9 and Figure 10 

for the power consumption and conversion efficiency, respectively. In Figure 9, the results have shown 
that increasing of applied voltage causes the power consumption to increase for all conditions, while 
igure 10 has been showing the conversion efficiency was decreased when an applied voltage increased. 
However, the result has indicated that the high efficiency of CO2 conversion can be achieved at a 1.3 
mm discharge gap and 1.3 mm discharge gap with two outer electrodes. In contrast, the 2.8 mm 
discharge gap has shown a negative result of the power consumption and the conversion efficiency, 
there is high power consumption and low conversion efficiency. 
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Figure 9. Power consumption versus applied voltage for each discharge gap. 
 

 
Figure 10. Conversion efficiency versus applied voltage for each discharge gap. 

4. Conclusions 
In summary, this work obviously exhibited that the use of the longest outer electrode at 10 cm 

and two outer electrodes with a 1.3 mm discharge gap could improve the performance of the coaxial 
DBD reactor and enhance the percentage of CO2 conversion. In similarity, the increased applied voltage, 
low flow rate of gas feeding, and low CO2 concentration can also raise the CO2 conversion. It is clear that 
the highest percentage of CO2 conversion was achieved at a 1.3 mm discharge gap with two outer 
electrodes, while its conversion efficiency was found to be lower than that of one outer electrode. In 
addition, this work can elevate the CO2 conversion up to 47.2% at 10 cm of outer electrode length with 
a 1.3 mm discharge gap and 60%: 40% of the CO2:Ar ratio with 40 ml/min of gas flow rate. 
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Abstract: The objective focused on the study of shrinkage behavior of concrete 
using Decomposed-Stone Dust to replace Portland cement type 1 in the ratio of 
1 0 , 1 5 , and 2 0 percent by weight of binder as well as designing compressive 
strength at  2 8 0 kg/cm2. Testing the formation time,  shrinkage behavior, and 
compressive strength of concrete was compared with the concrete using Portland 
cement type 1. The study found that the concrete using Decomposed Stone Dust  
was an increased formation period in accordance with the amount of replaced 
Decomposed-Stone Dust. Autogenous shrinkage, dry shrinkage, and compressive 
strength of concrete mixed with Decomposed-Stone Dust were less than control 
concrete. In all mixing ratios, the ratio of 2 0 % replacement of Portland cement 
dust was the most suitable for this study. The initial formation time was 155 
minutes. The final formation period was 305 minutes. The autogenous shrinkage 
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Abstract: The objective focused on the study of shrinkage behavior of concrete 
using Decomposed-Stone Dust to replace Portland cement type 1 in the ratio of 
1 0 , 1 5 , and 2 0 percent by weight of binder as well as designing compressive 
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concrete. In all mixing ratios, the ratio of 2 0 % replacement of Portland cement 
dust was the most suitable for this study. The initial formation time was 155 
minutes. The final formation period was 305 minutes. The autogenous shrinkage 
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or kaolin sites. Thailand found several sources of decaying stone. However, the most 
popular sources used in the ceramics industry are Lampang, Lopburi, Kanchanaburi, 
and Phetchaburi, as known as the trade name of it in Pottery Stone. In general, the 
main mineral structure of a decaying stone consists of quarts and mica. (White 
Mica; K2O·3Al2O3·6SiO2·H2O). Quarts are highly fireproof with no stickiness, 
including incapable of melting. On the other hand, mica has properties like kaolin 
by quality of being sticky. Because of that quality, it improves the flow conditions 
of decomposed stone, the decomposed stone’s melting point is about 1,150-1,300 °C. 
Decomposed stone is a mineral that yields silica, alumina, and potash in the optimum 
ratio with the chemical composition in the structure as shown in Table 1 [1] Decomposed 
stone dust is obtained by crushing the rock, which has properties containing Class N 
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From the study of [2], it was found that decomposed stone dust can be used as a substitute for type 1 
Portland cement in mortars for construction and plastering work. The mortar mixed with 25% of the 
decomposed stone dust had the highest compressive strength. Mortar mixed with 20% of the decomposed 
stone dust had the highest tensile strength. According to a study of [4] in high-strength concrete, the 
decomposed stone dust can be used as a substitute for the Portland cement type 1 to a ratio of 10% with a 
compressive strength of 517 kg/cm2 at age 28 days. 

Table    1. The amount of chemical elements in the structure of decomposed stone 

Chemical composition (%) Lampang    [1]  Lopburi [1]  Surat Thani [2] 

SiO2 76.61 75.88 30.07 
Al2O3 13.09 11.69 19.86 
Fe2O3 0.35 0.81 13.67 
SO3 - - 6.29 

MgO 0.01 < 0.01 2.47 
CaO 0.15 0.20 16.78 
Na2O 5.20 3.67 1.31 
K2O 1.59 4.74 2.12 
TiO2 0.05 0.13 - 
P2O5 < 0.01 < 0.01 0.21 

MnO2 0.02 0.01 - 
Cr2O5 0.01 <0.01 - 
LOI 3.92 3.67 5.80 

The cracking from the concrete shrinkage is one of the problems with the concrete structures. This is 
because cracks affect the stability and beauty of the structure. Cracking concrete allows the water or other 
substances to penetrate the concrete surface and react with the water and reinforcement. Resulting in the 
reinforcement rusting reduced cross-sectional area. That resalt influenced to be decreasing of the tensile 
strength of the reinforcing steel, including increasing of the deflection and will affect the problem of using the 
building in the long-term. Concrete cracking usually occurs in early concrete life by having low-strength 
concrete shrinkage cracking, which has a complex mechanism. It depends on many factors: including 
independent contraction shrinkage rate pull creep conditions of retention elastic modulus [5-6].  There are 
many types of concrete shrinkage. The contraction that has a great effect on cracking is auto genius contraction 
and dry shrinkage. The cracking caused by the concrete shrinkage is the result of the automatic shrinkage and 
the dry shrinkage that are coexist. Shrinkage of concrete alone cannot cause concrete to crack. But if the recoil 
is retained, whether it is retaining from the internal reinforcement or an external structure. All cause a seizure 
within the concrete when the concrete is retained, a tension unit is created. When the tensile strength unit is 
greater than the concrete tensile strength, the concrete will crack [7].  

2. Materials and Methods 

2.1 Research materials 
2.1.1 Binder 
This research was using Portland Cement Type 1, SCG brand of Siam Cement Company Limited, 

produced in accordance with TIS 15, Volume 1 [8] and decomposed stone dust from rotted stone wells in 
DonSak district Suratthani Province by using decomposed stone material to grind thoroughly. 
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2.1.2 Aggregates 
Coarse aggregates using limestone with the maximum size of 3/8 inch, the value of 2.77, water 

absorption of 0.49%, the weight of 1,512 kg/m3, and fineness modulus (FM) is 7.47. The fine aggregate used 
coarse sand with specific gravity (Saturated Surface Dry) of 2.60, water absorption of 0.48%, unit weight of 
1,590 kg/m3 and FM is 3.10. Both types of aggregates are aggregate grading in accordance with standard ASTM 
C33 [9]. 

2.2. Mixture design and sample preparation 
Concrete sample preparation by replacing the decomposed stone dust material to replace Portland 

Cement Type 1at a ratio of 10, 15 , and 20% by weight of the binder. Design concrete mix according to standards 
ACI 211.1-91 [10] .The maximum compressive strength is determined at the age of 28 days (fc′) equals 280 
kg/cm 2which is suitable for medium-sized buildings and as it is used for most low rise structural buildings 
[11]. The concrete mixing design is shown in Table 2. 

Table 2. Concrete Mixing Designs in This Study 

Code 
Content (kg/m3) 

Cement DSD Sand Rock Water 

OPC 420 0.00 866 924 162 

DSD10 375 42 866 924 162 

DSD15 357 63 866 924 162 

DSD20 336 84 866 924 162 
Note :OPC  = Concrete mixed with Ordinary Portland Cement Type1 
          DSD10 = Concrete mixed with Decomposed Stone Dust 10% 

2.3 Test method 
 2.3.1 Fineness of decomposed stone dust test by sieve number 325 according to ASTM C430 [12] . 

2.3.2 Setting time of concrete was sifted through a No.4 sieve and placed into a cube-shaped formwork 
and size 15 x 15 x 15 centimeter by tested in accordance to ASTM C403 [13]. Test for the collapse value of fresh 
concrete was according to ASTM C143 [14]. 

2.3.3 Dry shrinkage test by applying from the ASTM C596 [15]. The model was removed at 24 hours 
and then, incubated in water for 7 days. The temperature during incubation was 30 ± 2 °C. When the curing 
has finished, then removed the sample from the water and dried the surface with a cloth. The length of the 
sample was taken against a standard fixed-length metal rod. Which is the default length the incubated parts 
were taken in the air, the average temperature was 30 ± 2 °C. The length of the sample was taken against a 
standard fixed-length metal rod. The air curing life was 7 to 28 days to determine the percentage of dry 
shrinkage over the curing life. Also, the values measured at different ages were used to calculate the 
percentage of dry shrinkage. 

2.3.4 Autogenous shrinkage test is compliant ASTM C157 [16] measured for the shrinkage of concrete 
bar sizes 7.5 x 7.5 x 28.5 centimeter. Test by removing the 24 -hour old model and measuring the initial length 
samples are aged for 1 day, then incubated by plastic wrap for 1 to 28 days and stored in the incubation room. 
The shrinkage measurement was started as an applied method from the same standard used for the dry 
shrinkage measurement. 

2.3.5 The compressive strength test with cylinder 15 × 30 centimeter mold. The samples were demolded 
24 hours after casting. The cylinder was tested at the age of 7 days, 14 days, and up to 28 days monitoring stag 
after the wet curing process at the curing tank in accordance with procedures according to ASTM C39 [17]. 
The compressive strength reported in this article is the average obtained from 3 test samples. 
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3. Results and  Discussion 

3.1 Fineness of decomposed stone dust 
Resolution test results of decomposed stone dust It was found that the average percentage of retention 

on a wet sieve No. 325 standard sieve was 27.70%. The obtained values are within the criteria specified by 
ASTM C618 [3], which must be less than 34%. 

3.2 Setting time of concrete 
Table 3 shows the time of the formation of concrete samples. The results showed that the increase in 

the decomposed stone dust resulted in an increased time of formation. Due to the increased replacement of 
pozzolanic materials, the cement content is low, resulting in an increased formation time, C3S will decrease 
with the decrease of Portland cement. This substance allows concrete to be formed in a short time. It relates to 
the research of [18]. 

Table 3. Setting Time and Slump of fresh concrete blended with decomposed stone dust 

Code 
Setting Time (min) Slump (cm) 

Initial Finished Elapsed 

OPC 119 268 149 8 

DSD10 127 274 147 10.5 

DSD15 140 289 149 11.5 

DSD20 155 305 150 12 

3.3 Dry shrinkage 

 
Figure 1. Dry shrinkage of concrete 

Figure 1 shows the dry shinkage of concrete was found that concrete mixed with decomposed stone 
dust tends to shrink less than control concrete, the shrinkage of concrete increased with the increase in curing 
time for both controlled concrete and decomposed stone dust mixture. The contraction rate occurs rapidly at 
the beginning. And begin to decline over time. This is because, initially, large volumes of free water could 
easily be moved outside through the capillary channel until the water content in the gel structure and calcium 
silicate hydrate (C-S-H) is released, but the evacuation capacity is very low [19]. Due to the structure of the gel 
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and the C-S-H (Restrained) to be used at an increased time. Increased hydration results in an increased amount 
of C-S-H in concrete, that is, the capillary cavity is smaller, water or moisture makes it difficult to move. Up 
results in, therefore the shrinkage rate is lower until the shrinkage is stable. 

3. 4 Autogenous shrinkage 
The autogenous shrinkage behavior of concrete mixed with decomposed stone dust compared with 

control concrete overall is presented in Figure 2. It can be seen that concrete containing decomposed stone 
dust had lower shrinkage than control concrete. The shrinkage value decreased as the amount of cement 
replacement with decomposed stone dust increased. Increasing the percentage of replacing cement with 
decomposed stone dust is equivalent to reduce the amount of cement in the concrete. As a result, the hydration 
reaction decreases, and the free water content in the concrete increases, Thus, causing the shrinkage of 
autogenous [20]. 

 

 
Figure 2. Autogenous shrinkage of concrete 

3.5 Compressive Strength 

  
 Figure 3. Compressive Strength of concrete 
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Figure 3 shows the results of testing the compressive strength of concrete. Increasing the amount of 
decomposed stone dust will reduce the compressive strength of concrete. Developing the compressive 
strength of concrete with curing age, it can be seen that the control concrete develops regularly. But in the 
concrete mix with decomposed stone dust, the early compressive strength development is relatively lower 
because of the absence of pozzolanic reaction, but after 14 days the compressive strength development rate 
will be higher. This is because the pozzolanic reaction develops more as the curing age increases [21]. For 
replacement of 10% and 15% of decomposed stone dust gives compressive strength close to those of OPC at 
28 days. 

 

  
Figure 4. Relationship between Compressive Strength of concrete and Dry shrinkage, Autogenous shrinkage. 
(yd: dry shrinkage, ya: autogenous shrinkage, S: compressive strength, R2: coefficient of correlation) 

Figure 4 shows this linear relationship for various deformations of dry shrinkage and autogenous 
shrinkage with a relatively acceptable correlation coefficient. It is established that this relationship is sufficient 
for ordinary cement and natural pozzolan as reported by the researcher [22]. As the results show, it is clear 
that the relationship of autogenous shrinkage to compressive strength is well acceptable when the correlation 
coefficient is higher. 

Figure 5-6 represents the dry shrinkage and autogenous shrinkage with compressive strength for each 
code of concrete. From these results, it will be shown that when the concrete has a compressive strength of 
more than 300 kg/cm2, the cavitation decomposed stone dust mixture results in lower autogenous shrinkage 
of DSD than the OPC. And it can be seen that when the concrete still has a strength value of less than 280 
kg/cm2, the decomposed stone dust mixture increases the dry shrinkage. But when the strength is beyond this, 
the decomposed stone dust mixture will decrease the dry shrinkage value. Once this strength is exceeded the 
concrete contains decomposed stone dust, and when the compressive strength exceeds 300 kg/cm2 the dry 
shrinkage of the decomposed stone dust concrete is also lower than that of the OPC with autogenous 
shrinkage. This result is in agreement with those reported by Armed et al. [22]. 
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Figure 5. Variation of dry shrinkage according to compressive strength for several replacement rates of 
decomposed stone dust. 
 

 
Figure 6. Variation of autogenous shrinkage according to compressive strength for several replacement rates 
of decomposed stone dust. 

4. Conclusions 
The test results are obtained from the research can be summarized as follows. 
1. Concrete replacing cement with decomposed stone dust, helps to increase the formation time of 

concrete. 
2. Concrete replacing cement with decomposed stone dust, reduces dry shrinkage of concrete. 
3. Concrete replacing cement with decomposed stone dust, reduces the autogenous shrinkage of 

concrete. 
4. The dry shrinkage has a greater shrinkage of the concrete sample than the autogenous shrinkage 

because the concrete sample exhibits rapid and constant loss of free water even at an extended curing life. 
Whereas the hydration reaction has a slower and lesser effect on the shrinkage of the concrete sample at the 
same time. 

5. The partial replacement of cement with decomposed stone dust results in a decrease in compressive 
strength and the value decreased as the amount of decomposed stone dust increases. 
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6. The shrinkage of concrete varies with the compressive strength of concrete. When the concrete has 
a compressive strength of 300 kg/cm2, the shrinkage behavior between the decomposed stone dust concrete 
and OPC will change. 

7. Concrete replacing cement with 20% decomposed stone dust was the most suitable in this study. 
The initial formation time was 155 minutes, the final formation time was 305 minutes. The elapsed time was 
150 minutes. From all the formation time mentioned before a curing time of 28 days, the result of autogenous 
shrinkage was 312 microns, the dry shrinkage value was 699 microns and the compressive strength was 286 
kg/cm2, respectively. 
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Abstract:  The current pandemic of COVID- 19 is caused by Severe Acute 
Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) , which has increased the 
morbidity and mortality rate throughout the world. World Health Organization 
has declared this COVID- 19 outbreak as a health emergency throughout the 
world. At this time, there are very few drugs against SARS-CoV-2. So, this study 
aimed to screen 91 Andrographis paniculata against three targets of SARS-CoV-2: 
main protease, spike protein, and Nsp15 by molecular docking. The calculation 
result revealed that mostly bioactive compounds from Andrographis paniculata 
are a good binding affinity with the main   protease than that of Nsp15 and spike 
protein.  The top six compounds and their interactions with the active site were 
visualized. Among them, 7,8-dimethoxy flavone-5--D-glucopyranosyloxy flavone 
and Stigmasterol compounds from Andrographis paniculata had a superior 
binding affinity of - 11. 65 and - 11. 33 kcal/ mol toward the main protease.  A 
detailed understanding of ligand-protein interaction could be helpful in further 
drug design and development for COVID-19 treatment. 

Keywords: COVID-19; Molecular docking; Thai herbs; MPro; Nonstructural proteins 

1. Introduction 
 Coronavirus disease 2019 (COVID-19), an infectious disease caused by 
SARS-CoV-2 (severe acute respiratory syndrome coronavirus-2)  has become a 
pandemic.  It has infected more than 285 million people all over the world since 
it was discovered and reported 5. 5 million deaths by end of 2021 
( https: / / www. worldometers.  info/ coronavirus/ ) .  COVID- 19 is clinically 
characterized by fever, slight pain in the neck, headache, dry cough, breathing 
problem, vomit, and it might lead to death through multi-organ failure [1]. The 
SARS- CoV- 2 re- emergence in Thailand especially in April 2021 has kept the 
government under high alert and has made a severe situation demanding fast 
treatment to prevent the infected patients.  Currently, there are no efficient 
antiviral drugs for the prevention of COVID-19 infection. The current prevention 
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methods are directed on quarantine and containment of infected patients for preventing human- to-human 
transmission along with vaccinations.  The need for rapid time- to- solution in drug discovery has become 
accentuated by the COVID-19 pandemic. Therefore, structure-based molecular docking for screening anti-SARS-
CoV-2 potential drug candidates from natural sources is the main goal of this study. 
 The coronavirus is a single-strand RNA virus (+ssRNA) that can cause severe respiratory syndrome 
in humans [2]. SARS-CoV-2 (also called 2019-nCoV) is an enveloped, single-stranded, positive-sense RNA 
virus with genome sizes ranging from 26 to 32 kb and virion sizes from 50 to 200 nanometers in diameter. Four 
essential structural proteins, i.e., Spike protein (S), Envelope protein (E), Membrane protein (M), and 
Nucleocapsid protein (N) are found in SARS-CoV-2 and to generate the major components of the virus particle, 
polyprotein processing is an essential mechanism [3]. Each of the key viral proteins of the SARS-CoV-2 viral 
replication cycle steps such as spike protein, nonstructural proteins 15 (Nsp15), and main protease have been 
used as a target region for screening anti-SARS-CoV-2 potential drugs. The spike (S) glycoprotein homotrimer 
on the COVID-19 virus surface plays an essential role in receptor binding and virus entry in which it uses the 
angiotensin-converting enzyme 2 (AEC2) receptor for cell entry. The S protein is a multifunctional molecular 
machine that plays key role in the early steps of viral infection by interacting with host susceptibility factors, 
including receptors and proteases [4]. While the nonstructural proteins (Nsps) and the N protein are required 
for packaging of the viral genome into the newly assembled virion. SARS-CoV-2 Nsp15 is a uridine-specific 
endoribonuclease with a C-terminal catalytic domain belonging to the EndoU family that is highly conserved 
in coronaviruses [5].  The polyproteins are cleaved and transformed into mature nonstructural proteins by the 
main proteases and are responsible for playing a role in the replication/transcription process.  Therefore, spike 
protien, Nsp15 and main   protease could be an effective drug targets for anti-SARS-CoV-2. 
 The structural-based virtual screening of small molecules from natural sources with key viral proteins 
target will provide the potential drug candidates. Many natural products showed inhibitory activity on the 
COVID-19 virus. Andrographolide and its derivatives derived from Andrographis paniculata have been used 
for the treatment of COVID-19 virus with fever [6-7], sore throat, chronic cough, and other human diseases [8-9]. 
The herbs such as gallic acid, curcumin, and its derivatives and mushroom [1, 6, 10-11], have attracted 
increasing attention for COVID-19 virus agent targeting. Though several in vitro studies showed that natural 
compounds have anti-virus activity , their inhibition mechanism of action is not known and even more difficult 
to analyze at the molecular level using experimental methods. Therefore, comprehensive studies are required 
to determine their molecular interactions. Recently, several studies have used the molecular docking method 
to study the interactions and conformations of ligand against the SARS-CoV-2 virus [3, 10-12] which leads 
away to in vitro and in vivo studies.  In this study,  we aimed to explore the lead compound from Andrographis 
paniculata herb for their medicinal potentials as therapeutic agents against the spike protein, Nsp15, and the 
main protease of  SARS-CoV2. So, the 91 bioactive molecules (Figure 1) were used to explore the lead 
compound for their medicinal potentials as therapeutic agents against influenza. A detailed understanding of 
ligand-protein interaction could be helpful in further drug design and development for COVID-19 treatment. 

2. Materials and Methods 
2.1. Compound data set 
 The 91 structures of Andrographis paniculata were structurally drawn using Gauss View [13]. Their 
three-dimensional (3D) structures were optimized at the Hartree-Fock level of theory with a 6-31G* basis set 
using the Gaussian 03 program [14]. The optimized structures (Figure 1) were viewed and converted to .pdb 
format using GaussView [13] for molecular docking study. The three-dimensional (3D) structures of the two 
targets of SARS-CoV-2: main protease and spike protein were retrieved from the Brookhaven Protein Data 
Bank (PDB) [15]. The PDB ID of main  protease, spike protein and Nsp15 were 6XBG (Resolution: 1.45 Å, R-
Value Free: 0.206, R-Value Work: 0.181) [16],  7BZ5 (Resolution: 1.84 Å, R-Value Free: 0.191, R-Value Work: 
0.167) [17] and 6WXC (Resolution: 1.85 Å, R-Value Free: 0.194, R-Value Work: 0.171) [5], respectively. The 
water molecules were eliminated while the missing hydrogen atoms were added to this protein. 
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 2.2. Molecular docking  
 The molecular docking technique was applied to study the binding orientation and affinity of the 
bioactive compounds from Thai herbs toward the binding site of the main protease of COVID-19 using 
Autodock 4.2 [18]. Partial atomic charges of protein and ligands were assigned using the Gasteiger–Marsili 
method [19] implemented in AutoDock Tools [20]. By semiflexible docking protocol, the protein molecule was 
kept rigid, while the ligand was flexible to attain a degree of freedom torsions bridged by the rotational 
parameter. The protein and ligands were converted to .pdbqt format after initial addition of hydrogen bonds 
and charges. These molecules were considered for docking analysis. The cubical grid box of 50 × 50 × 50 sizes 
with 0.375 Å was fixed around the key residues of the three proteins. UAW246 was re-docked into the main 
protease binding site for assessing binding affinity. Favipiravir, lopinavir, hydroxychloroquine, and ritonavir 
were used as control molecules for filtering bioactive compounds from Andrographis paniculata herbs. The 
autogrid4 parameter was used to attain a rigid grid box. Furthermore, autodock4 with Lamarckian genetic 
algorithms was conducted to obtain the best docking conformation. Note that the AutoDock estimates free 
energies of binding based on the typical molecular mechanics’ energy terms for dispersion/repulsion, 
hydrogen bonding, and electrostatic interactions [21], torsional entropy upon binding, and the desolvation 
upon the ligand binding and corresponding hydrophobic effect [22]. 

The AutoDock estimates the free energy of binding (ΔG) based on empirical weighting factors:  

∆G = ∆Gvdw + ∆Ghbond + ∆Gelec + ∆Gtor + ∆Gsol 

where ∆Gvdw, ∆Ghbond, and ∆Gelec are the typical molecular mechanics’ energy terms for van der Waals, 
hydrogen bonding, and electrostatic interactions, respectively.  While ∆Gtor characterizes the loss of torsional 
entropy upon binding and ∆ Gsol displays the desolvation upon the ligand binding and corresponding 
hydrophobic effect. 

3. Results and Discussion 
 The molecular docking was performed using the AutoDock program to screen the binding affinity of 
482 bioactive compounds against the three targets of SARS-CoV-2: main protease, spike protein, and Nsp15. 
The 3D structure of these bioactive compounds from 91 Andrographis paniculata (A1-A91) compounds is shown 
in Figure 1. The key residues of main protease, spike protein, and Nsp15 are considered as active residues to 
bind with bioactive compounds. The binding energy (BE, kcal/mol) and the percentage of possible conformation or 
dock score (% DS) of 91 bioactive compounds were varying from -3.89 to -11.65 kcal/mol and 13 to 100%, 
respectively. The BE and %DS of bioactive compounds from Andrographis paniculata are summarized in Table 1. 
 The docking program was verified by re-docking of Tipiracil back into Nsp15 [5] binding site together 
with the re-docking of UAW246 [16] back into the main protease binding site. Tipiracil, an FDA-approved 
drug that is used in the treatment of colorectal cancer, as a potential anti-COVID-19 drug by interacting with 
the uridine binding pocket in the enzyme’s active site of SARS-CoV-2 Nsp15. The docking model of Tipiracil 
and UAW246 were well-posed in the Nsp15 and main protease binding site, respectively (Figure not show). 
The BE and % DS of Tipiracil and UAW246 re-docking were -5.09 and -6.58 kcal/mol and 45% and 7%, 
respectively, suggesting that the setting parameters were suitable for this study. Darunavir, favipiravir, 
hydroxychloroquine, lopinavir, remdesivir, and ritonavir were also docked into its binding site of the three 
targets of SARS-CoV-2: main protease, spike protein, and Nsp15 (Table 1). The result shows that all the well-
known drugs are a good binding affinity in the cavity of the main protease than that of the spike protein. 
Lopinavir had the highest binding energy (-8.91 kcal/mol) but the %DS was quite low (4%) while favipiravir 
had the highest %DS (48%) but the binding energy is lower (-4.88 kcal/mol) than that of lopinavir in the binding 
pocket of the main protease. Most of the Andrographis paniculata compounds have lower BE than the known 
drugs. This finding result can be suggested that Andrographis paniculata is more effective in treating Covid-19 
than the drug Fapiravir, which is commonly used in Thailand. However, to confirm this suggestion, the result 
from the experimental laboratory is necessary. The docking result revealed that mostly bioactive compounds 
are a good binding affinity with the main protease than that of the spike protein. On comparing the binding 
energy values of all compounds, the top twenty-four bioactive compounds and well-known drugs are shown 
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in Table 1. The 3,19-isopropylidene andrographolide, 7,8-dimethoxy flavone-5-ß-D-glucopyranosyloxy flavone, 
14-acetyl-3,19-isopropylidene andrographolide, alpha1-Sitosterol, indosterol, oleanolic acid, and stigmasterol 
from Andrographis paniculata were possessed a higher binding affinity with the binding site of the COVID-19 
main protease and Nsp15. 
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Figure 1. Structures of optimized geometry of 91 Andrographis paniculata compounds in HF/6-31 G* level of theory. 



ASEAN J. Sci. Tech. Report. 2022, 25(1) 69-77. 73
ASEAN J. Sci. Tech. Report. 2022, 25(1), 69-77. 5 of 9 
 

 

 Table 1. The BE and %DS of commercial drugs and selected most favorable Andrographis paniculata compounds in 
the binding pocket of spike protein, Nsp15, and main protease.  

Code Name 

Spike protein Nsp15 Main  
protease 

BE 
(kcal/
mol) 

%DS 
BE 

(kcal
/mol) 

%DS 
BE 

(kcal/
mol) 

%DS 

  Redocking - - -5.09 45 -6.58 7 
a Darunavir -5.14 4 -7.17 4 -8.00 4 
b Favipiravir -3.51 82 -3.44 29 -4.88 48 
c Hydroxychloroquine -4.17 9 -5.35 21 -8.28 22 
d Lopinavir -4.75 3 -5.85 3 -8.91 4 
f Remdesivir -3.3 2 -5.51 3 -7.62 3 
g Ritonavir -4.03 2 -3.71 2 -6.31 2 
A3 (Z)-gamma-Bisabolene -5.02 87 -6.03 89 -7.60 96 
A10 2-hydroxy-5,7,8-trimethoxy flavone -4.60 35 -6.17 42 -7.81 72 
A12 3',2,5,7-tetramethoxy flavone -4.96 54 -6.27 53 -8.29 61 
A14 3,7,8-trimethoxy 1-hydroxyxanthone -4.54 46 -6.10 89 -7.65 99 
A19 3,19-isopropylidene andrographolide -6.41 44 -8.25 94 -10.08 91 

A23 
5,2'-dihydroxy-7,8,-dimethoxy flavone-3'-ß-
D-glucopyranosyloxy 

-5.06 5 -7.43 13 -11.83 14 

A33 5-hydroxy-3,7,8,2'-tetramethoxy flavanone -4.43 23 -6.24 52 -8.49 66 
A40 5-hydroxy-7,8-dimethoxy flavanone -4.82 74 -5.93 60 -7.53 55 

A41 
7,8,2'-trimethoxy flavone-5-ß-D-
glucopyranosyloxy flavone 

-4.71 6 -6.77 16 -10.39 37 

A42 
7,8-dimethoxy flavone-5-ß-D-
glucopyranosyloxy flavone -5.49 15 -8.23 14 -11.65 50 

A43 14-acetyl andrographolide -5.48 23 -7.14 73 -9.03 30 

A44 
14-acetyl-3,19-
isopropylideneandrographolide 

-6.54 94 -7.91 93 -10.36 54 

A51 
14-deoxy-15-isopropylidene-11,12-
didehydroandrographolide 

-5.88 24 -7.61 45 -8.69 53 

A55 19-o-acetyl anhydroandrographolide -5.78 45 -7.20 31 -8.49 41 
A56 alpha1-Sitosterol -6.56 47 -9.11 97 -10.97 44 
A57 Andrograpanin -5.56 48 -7.05 51 -8.22 43 
A66 Andrographolide -5.71 48 -6.55 69 -8.62 53 
A67 Andrographoside -5.30 23 -6.79 11 -9.94 19 
A68 Andropanoside -5.54 32 -6.92 13 -9.32 12 
A74 Daucosterol -7.24 27 -8.75 44 -10.53 23 
A78 Indosterol -7.18 87 -9.83 60 -10.56 48 

A82 Oleanolic acid -6.77 34 
-

10.07 56 -9.43 100 

A88 Paniculoside I -5.62 23 -7.11 33 -11.35 44 
A91 Stigmasterol -6.89 64 -9.10 90 -11.33 65 
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Figure 2. The hydrogen bond interaction and bond distances (Å) of six potential bioactive compounds from 
Andrographis paniculata (A19, A42, A44, A78, A82, and A91) with key amino acid in the binding pocket of the 
spike protein, Nsp15, and main protease of  SARS-CoV-2. 



ASEAN J. Sci. Tech. Report. 2022, 25(1) 69-77. 75
ASEAN J. Sci. Tech. Report. 2022, 25(1), 69-77. 7 of 9 
 

 

 However, the important criteria of strong interaction with key residues in the receptor-binding 
domain were also considered for finding potential inhibitors. The H-bond interaction of the top six bioactive 
compounds were shown in Figure 2. Considering all the hydrogen bond data given above, the hydrogen bonds 
of the 3,19-isopropylidene andrographolide, 7,8-dimethoxy flavone-5-ß-D-glucopyranosyloxy flavone, and 
stigmasterol ligand with key residues in the binding pocket of the main protease were found more than that 
of the other ligands. The important amino acid residues in the binding pocket of the main protease are H41, 
M49, F140, N142, G143, S144, C145, H164, M165, E166, P168, and Q189 [16].   While the important amino acid 
residues in the binding pocket of spike protein are G26, I28, S30, S31, N32, Y52, Y58, and R97, and the important 
amino acid residues in the binding pocket of Nsp15 are Q245, G248, H250, K290, C293, S294, E340, T341, Y343, 
P344, and K345. These hydrogen bond patterns seem to correspond with the binding affinities. From the 
computational findings, it can be suggested that the 3,19-isopropylidene andrographolide, 7,8-dimethoxy 
flavone-5-ß-D-glucopyranosyloxy flavone, and Stigmasterol compounds from Andrographis paniculata had a 
superior binding affinity of -11.08, -11.65, and -11.33 kcal/mol toward the main protease. However, the 
hydrogen bond of many compounds has counts in the active site of nsp15 > spike > the main protease, as 
opposed to BE that the main protease > nsp15 > spike. This is due to the molecular docking result could provide 
more interaction types besides hydrogen bonds such as van der Waals and electrostatic interaction. 

4. Conclusions 
 In the present study, a set of commercial drugs and 91 structures of Andrographis paniculata (A1-A91) 
against three targets of SARS-CoV-2: spike protein, Nsp15, and main protease were screened by computational 
chemistry techniques. The docking results showed that mostly bioactive compounds are a good binding 
affinity with the main protease than that of spike protein and Nsp15 of SARS-CoV-2. Among them, 3,19-
isopropylidene andrographolide, 7,8-dimethoxy flavone-5-ß-D-glucopyranosyloxy flavone, and Stigmasterol 
compounds from Andrographis paniculata had a superior binding affinity of -11.08, -11.65, and -11.33 kcal/mol 
toward the main protease. A detailed understanding of ligand-protein interaction could be helpful for further 
drug design and development for COVID-19 treatment. 
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